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In the stability analysis of hypersonic flow, modal analysis theories such as the linear
stability theory (LST) and bi-orthogonal decomposition play an important role in the instability
characteristic analysis including receptivity and linear growth. The essence of this modal analysis
lies in the mode decomposition into discrete modes S and F as well as the continuous spectrum,
including acoustic, entropy and vorticity modes. Currently, numerical methods used in such
analysis involving linear stability theory and multimode decomposition are shooting method or
finite difference and spectral collocation methods. The linear stability theory approach used by
Malik (1990) deploys fourth-order finite difference and spectral collocation methods to solve a
boundary value problem for LST. However, Malik’s method is on the computation of discrete
modes only. In order to obtain the continuous spectrum for his multimode decomposition
frame work, Tumin (2007) relies on a shooting method based on the Runge Kutta scheme with
the Gram-Schmidt orthonormalization. However, the Gram-Schmidt orthonormalization is
required at every step of the integration in order to minimize the accumulation of numerical
errors. To overcome the drawbacks of the two approaches, this paper introduces a general
very high-order finite difference method for obtaining the discrete and continuous modes
eigenfunctions based on a non-uniform grid method proposed by Zhong and Tatineni (2003).
Under the finite difference framework, both discrete and continuous modes can be obtained by
imposing proper freestream boundary conditions, including a far field extrapolation boundary
condition and the asymptotic boundary condition, which is based on the freestream fundamental
solutions. The far field extrapolation boundary condition is efficient and able to solve to
both discrete and continuous acoustic modes which have distinct eigenvalues. In addition,
the asymptotic boundary condition is used for obtaining continuous modes that have both
distinct (acoustic) and similar (vorticity and entropy) eigenvalues. The finite difference method
can be applied in various stability analysis for hypersonic flow such as LST, 𝑒𝑁 method, and
bi-orthogonal decomposition of DNS result in receptivity computation. Extensive verification of
the new method has been carried out by comparing the computed discrete and continuous modes
as well as the bi-orthogonal decomposition with a supersonic boundary layer flow over a flat plate
by comparing with the results from Malik, Tumin, and Miselis (2016). Subsequently, the new
method has been applied to a case of freestream receptivity simulation for an axis-symmetric
hypersonic flow over a blunt nose cone studied by He and Zhong (2022) and modal contributions
are computed by the new method as coefficients to be used in the receptivity analysis.

I. Introduction
Boundary layer transition has always been a critical topic of study in the field of fluid mechanics. The ability to

predict and delay the boundary layer transition from laminar to turbulence is desirable in many applications including
the design of hypersonic vehicles. For example, the turbulent boundary layer can cause a higher aerodynamic drag
and heating on a hypersonic vehicle [1]. To understand the transition behavior and maintain laminar flow, the study of
stability of the boundary layer is divided into various paths depending on the disturbance, depicted by Morkovin [2]. In
this paper, the main focus is on the small initial disturbances regime. Due to a small perturbation, the disturbed flow
will experience the path of receptivity, linear model growth, and nonlinear interaction breakdown leading to instability.
During the receptivity process, a freestream pressure or vorticity disturbance enters boundary layer and generates the
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initial perturbations [3]. These weak initial disturbances will experience a path of linear growth which builds up to
nonlinear interaction and energy exchange of modes [4]. The process of analyzing linear growth is often referred as the
linear stability theory (LST). Assuming the flow quantities to be composed of the quantity and the weak disturbance, the
Navier-Stokes equations can be linearized and decomposed into different modes for analysis. In LST, two groups of
problems are being focused on, the temporal and spatial problems. The temporal problem refers to the amplitude of the
disturbance changing in time, where the complex frequency has to be determined, while the spatial problem refers to the
amplitude changing with the location 𝑥, where the search focuses on the complex wave number. The solutions for these
two types of problems, temporal and spatial, are proven to contain a sum of discrete modes and continuous modes by
Salwen and Grosch [5], and Tumin and Fedorov [6].

Here, the discrete and continuous modes are eigenmodes of different eigenvalues to the linear stability problem. The
discrete modes refer to the different normal modes computed by Mack [7] via LST. For example, the first mode refers to
the downstream growth of the Tollmien-Schlichting (T-S) waves. Moreover, the second mode and higher order modes
discovered by Mack [7] (also called the "Mack modes" or mode S/F defined by Fedorov and Tumin [8]) belong to a
family of acoustic waves bouncing between the sonic point, where the velocity is equal to the difference between the
phase speed and the local speed of sound, and the wall as depicted by Fedorov [9]. In addition to discrete modes, Mack
[10] also investigated the possibility of the existence of a continuous spectrum of eigenvalues by using a plane Poiseuille
flow as a guide and moved the upper plane to infinity. His calculations suggested that in addition to a finite number of
discrete modes, the discrete spectrum is supplemented by a continuous spectrum of eigenvalues which lies along the
phase velocity 𝑐𝑟 = 1.

Continuing the investigation on the continuous modes, Salwen and Grosch [11] proved that for an unbounded domain
like the Blasius flow, the Orr Sommerfield equation could require a integration over a continuum in addition to discrete
modes to form a complete set of solution. They also proved the existence of a continuous spectrum by relaxing the
freestream boundary condition of the perturbations to be bounded instead of zero. In other words, the continuous modes
are not confined within the boundary layer but penetrates out to the freestream. From this result, Salwen and Grosch [5]
continued to investigate and showed that the set of discrete and continuous modes of the temporal problem is complete.
Hence, an expansion to the sum of discrete and continuous modes is needed to fully describe the temporal problem.

For the spatial problem, Zhigulev, Sidorenko and Tumin [12] found that in the continuous spectrum of the
incompressible Orr-Sommerfeld equations, two branches have upstream decaying modes which corresponded to a large
growth rate in the downstream. Similarly, for the two dimensional compressible spatial problem of two dimensional
perturbations, Tumin and Fedorov [6] had found seven branches in the continuous spectrum with three upstream decaying
branches. This result suggested an ill-posedness situation of the spatial problem. To deal with this problem, Tumin and
Fedorov also suggested a solution with a finite growth rate (bounded in the downstream solution) and showed that the
remaining four branches formed a complete set of solutions combining with the sum of discrete modes. Therefore, a
description to the spatial problem also includes both discrete and continuous modes. These continuous modes include a
branch of continuous fast acoustic wave which propagates at a relative phase speed of 1 + 1/𝑀 (where the discrete fast
mode originates), a branch of continuous slow acoustic wave at a relative phase speed of 1 − 1/𝑀 (where the discrete
slow mode or the "Mack modes" originates), and two branches of entropy and vorticity waves which have the same
phase velocity 𝑐𝑟 = 1 as the meanflow.

To obtain these discrete and continuous modes numerically, two approaches are widely adopted, an integration-based
shooting method and a boundary value problem method. Mack used an integration-based shooting method with the
Gram-Schmidt orthonormalization to integrate the inviscid solution from the freestream to the wall to obtain his discrete
"Mack" modes. The same method is described by Scott and Watt [13] in detail. Although the use of integration can be
computational efficient, this method requires a cumbersome orthonormalization procedure at each step to minimize
the numerical parasitic errors. A recovery process is also needed to scale the eigenfunctions properly. In addition,
due to the non-linearity of the spatial problem, mainly in the 𝜕2

𝜕𝑥2 terms, Newton’s method is deployed in the iteration
to match the boundary condition at the wall. Contrary to Mack, Malik [14] had formulated the spatial LST problem
as a boundary value problem and separated the task into a global and local problem due to the non-linearity in the
formulation of the spatial problem. The global method is an eigendecomposition on the discrete LST operator assuming
a linear relationship for the spatial eigenvalue 𝛼. With this assumption, the global method can closely approximate
the whole spectrum of spatial eigenvalues. The local method, similar to Mack, makes use of Newton’s method for
a nonlinear iteration to converge on an eigenvalue that satisfy the boundary conditions. Malik used a second order
(global eigenvalue decomposition) and fourth order (local eigenvalue iteration) finite difference method as well as a
spectral collocation method to perform the same task. While the spectral collocation has high-order of accuracy, the
linear operator is densely populated. This LST method has also been used widely in parallel with direct numerical
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simulations (DNS) to investigate disturbance behaviors in hypersonic flow [15], [16],[17]. In these studies, the LST is
used as a direct comparison to the unsteady DNS result that is decomposed into a spectrum of discrete frequencies using
the Fourier transform. However, Malik focused on the computation of discrete modes and the uses of the LST as a
comparison only looked into the unstable discrete modes.

However, as mentioned above, the solution to the stability problem also contains the continuous branches.
Furthermore, Balakumar and Malik [18] also concluded that the flow field near a harmonic point source disturbance is
mainly represented by the continuous spectrum and few least stable discrete mode. Hence, obtaining the continuous
modes is crucial to the stability analysis. Following Mack, Tumin [19] also ultilized the integration-based shooting
method to obtain the discrete and continuous eigenfunctions by integrating the freestream eigenfunction solutions to the
wall in a two dimensional incompressible boundary layer flow with a two dimensional disturbance. Since the integration
is for a wall normal profile, this method is a local method that obtains the eigenmodes individually.

In addition to obtaining the eigenfunctions, Tumin also developed a bi-orthogonal eigenfunction system (BES)
using the bi-orthogonality condition first described by Salwen and Grosch [5]. This bi-orthogonal eigenfunction system
introduces an adjoint formulation of the direct LST problem which works with the direct eigenfunctions to isolate
influences of a single mode. With the introduction of the bi-orthogonal eigenfunction system, one can decompose the
unsteady DNS flow field into a combination of different eigenmodes for better understanding of the physics behind. This
is called the bi-orthogonal modal decomposition and it can be applied to both temporal and spatial problems allowing the
decomposition of a disturbance to known modes. Later, Gaydos and Tumin also studied a two dimensional compressible
case with two dimensional disturbance [20]. In addition, Tumin considered a three dimensional disturbance on a two
dimensional compressible boundary layer [21] and developed the BES for the two dimensional compressible boundary
layer problem as well.

Furthermore, the bi-orthogonal decomposition is particularly useful in the freestream receptivity study of hypersonic
flow over a blunt body for a better understanding of the dominant source of the disturbance. Various transition prediction
tools such as 𝑒𝑁 method and the amplitude method by Mack [22] relies on an accurate initial disturbance amplitude,
or so called receptivity coefficient, to predict the transition location. Currently, the receptivity coefficient is obtained
either empirically such as in Marineau’s work [23] or using a combination of LST and DNS result suggested by Yuet
and Zhong [24]. The computational approach for obtaining the receptivity coefficient is an approximated approach
that obtains the initial amplitude by dividing the disturbance amplitude at a later location where the unstable mode is
dominant with the 𝑁 factor growth rate of the unstable mode [16]. This reverse technique works since only the second
mode will be present at the downstream second mode dominant region and the calculated receptivity coefficient, as a
result, is for the second mode. Yet, the initial perturbation at the branch I neutral stability point, where the instability
starts on the neutral curve, is composed of weak perturbations from different modes. Using discrete and continuous
modes computed by the new method, the modal decomposition of the initial perturbation can be applied easily to obtain
the modal receptivity coefficients. Following Tumin’s work, the BES including discrete and continuous modes has
been a well used tool in the receptivity study of various flow conditions [25],[26] and geometries [27], [28]. Saikia et
al. [26] used the BES to examine the amplification of the supersonic discrete mode of a high enthalpy flow over a flat
plate. Hasnine et al. [25] studied a particulate induced disturbance over a plate boundary layer of a high speed flow.
Tumin et al. [27] and Miselis [28] applied the BES for a freestream hotspot receptivity study of hypersonic flow over a
wedge geometries for the consideration of weakly non parallel flow. A survey of applications to receptivity problem in
computational and experimental work can also be found in reference [29].

Based on the two methodology reviews above, various drawbacks exist in both numerical approaches. The
deficiencies for the integration based shooting method include the locality of the method and the Gram-Schmidt
orthonormailization at each step, which also requires a complicated recovery process to scale the coefficient at each
step after the integration. The locality of the method requires an accurate initial guess to converge the discrete mode
eigenvalues. Both the cumbersome orthonormalization and recovery process can be error prone in the implementation
especially in the complex domain. Furthermore, higher-order numerical integration schemes also requires more
evaluations of sub-steps. On the other hand, the boundary value problem approach by Malik, which include a global and
local method and can be implemented without orthonormalization, only computes the discrete modes.

Moreover, input-output or resolvent analysis is another popular tool recently for transition analysis. In the input-output
approach, the Navier-Stokes equations are discretized, using spectral collocation method [30], [31], finite volume method
[32] or a numerical Jacobian method by extracting the linear operator from known solvers [33] [34]. An arbitrary
forcing, including the nonlinear term from the full nonlinear Navier-Stokes equation [30] [35] or an external forcing on
the linearized Navier-Stokes equations [31] [32] [33], acts as the input to the discrete operator and the response of the
forcing is studied. Although this analysis accounts for the non-modal effects, both full singular value decomposition
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(SVD) of the resolvent operator and the popular power iteration method only decomposes disturbances into modes with
respect to the energy norm presented by Chu [36]. This can be less informative than the bi-orthogonal decomposition
which decomposes the perturbed flow field into modes according to physical interpretation including acoustic, entropy
and vorticity modes. Moreover, with contributions of different modes known, non-modal effects can also be accounted
for in the bi-orthogonal eigenfunction decomposition.

Hence, the boundary value problem approach, specifically using the finite difference method, can be examined again
in the generation of the continuous spectrum for the bi-orthogonal decomposition. The use of high-order finite difference
schemes for boundary layer stability can be found in various direct numerical simulation (DNS) studies. For exmaple,
Zhong [37] developed high-order (up to 16th-order) finite difference schemes with non-uniform grid direct discretization
for the computation of compressible boundary layer flow based on the full nonlinear Navier-Stokes equations. A more
extensive presentation of the family of high-order finite difference schemes can be found in Zhong and Tatineni [38].
Shukla, Tatineni, and Zhong [39] later extended the use of these finite difference schemes in the incompressible flow
regime. In addition to the use of finite difference schemes in DNS, Mortensen and Zhong [40] used the Lagrange
polynomials to develop a high-order finite difference method in the extension of Malik’s LST formulation [14] for the
discrete modes. The extension of finite difference method in obtaining the continuous modes is discussed in this work.

In this work, the goal is to develop a new method for multimode decomposition obtaining both discrete and
continuous modes using very high-order finite difference on a non-uniform grid with multi-zone. The first part presents
the governing equations and the formulation of the spatial problem. The finite difference numerical method is then
formulated for obtaining both the discrete and the continuous modes. The very high-order finite difference scheme on a
non-uniform grid allows the direct discretization of the linearized Navier-Stokes in the multidomain grid distribution
with high-order accuracy and sparse structure. Different boundary conditions are applied in formulating the finite
difference solver. With the far field extrapolation boundary condition solving for the disturbance variables directly and
the asymptotic boundary condition based on the freestream fundamental solutions, the complete set of discrete and
continuous spectrum can be obtained.

The new high-order method is verified by comparing the computed discrete and continuous modes with various
cases of supersonic flow over a flat plate from Tumin [21] and Miselis [28]. The bi-orthogonal decomposition for the
flat plate case is performed to demonstrate the bi-orthogonal relationship. Furthermore, the bi-orthogonal eigenfunction
system result is presented for a Mach 9.81 hypersonic flow over a 5.08 𝑚𝑚 nose radius blunt cone from He and Zhong
[16]. Finally, the bi-orthogonal decomposition is applied on the unsteady DNS flow field of a freestream receptivity
simulation for the same flow to obtain the contribution amplitude of each mode including discrete and continuous modes
for future receptivity coefficient calculation.

II. Governing Equations

A. Navier-Stokes equations
The Navier-Stokes equations for a viscous compressible flow of ideal gas in Cartesian Coordinates are

𝜕𝜌∗

𝜕𝑡∗
= ∇∗ · (𝜌∗u∗) = 0 (1)

𝜌∗
[
𝜕u∗

𝜕𝑡∗
+ (u∗ · ∇∗) u∗

]
= −∇∗𝑝∗ + ∇∗ ·

[
_∗ (∇∗ · 𝑢∗) I + `∗

(
∇∗u∗ + ∇∗u∗𝑇

)]
(2)

𝜌∗𝑐∗𝑝

[
𝜕𝑇∗

𝜕𝑡∗
+ (u∗ · ∇∗) 𝑇∗

]
= −∇∗ · (^∗∇∗𝑇∗) + 𝜕𝑝

∗

𝜕𝑡∗
+ u∗ · ∇∗𝑝∗ +Φ∗ (3)

where viscous dissipation function is

Φ∗ = _∗ (∇∗ · u∗)2 + `
∗

2
[
∇∗u∗ + ∇∗u∗𝑇 ]2

. (4)

The ideal gas law is expressed as

𝑝∗ = 𝜌∗𝑅∗𝑇∗. (5)
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In the above equations, the asterisk, ∗, represents the dimensional form of the variables. The coefficients, 𝑐𝑝 is the
specific heat and ^ is the heat conductivity. We also make use of the Stokes’ hypothesis of _∗ = −2`∗/3. The viscosity
` is given by the Sutherland formula.

` = `𝑟𝑒 𝑓

(
𝑇

𝑇𝑟𝑒 𝑓

)3/2 𝑇𝑟𝑒 𝑓 + 𝑆`
𝑇 + 𝑆`

. (6)

The thermal conductivity 𝑘 is also formulated by the Sutherland formula with the Sutherland temperature 𝑆𝑘 .

B. Compressible Linear Stability Equations
From the Navie-Stokes equations, we can derive the stability equations by assuming a small disturbance added on to

the quantities.

𝑢 = �̄� + �̃�, 𝑣 = �̄� + �̃�, 𝑤 = �̄� + �̃�
𝑝 = �̄� + 𝑝, 𝜏 = 𝑇 + \̃, 𝜌 = �̄� + �̃�
` = ¯̀ + ˜̀.

(7)

Here, the "bar" quantities represent the mean variables and the "bar" symbol is dropped in the following formulation.
All flow variables are scaled by their corresponding boundary layer edge values and a reference length scale 𝐿 is
assumed. By applying the local parallel flow assumption and subtracting the base flow equations, we can obtain the
non-dimensional linear stability equations.

1
𝑇

(
𝜕�̃�

𝜕𝑡
+𝑈 𝜕�̃�

𝜕𝑥
+ �̃� 𝑑𝑈

𝑑𝑦
+𝑊 𝜕�̃�

𝜕𝑧

)
= −𝜕𝑝

𝜕𝑥
+ `

𝑅𝑒

[
𝑙2
𝜕2�̃�

𝜕𝑥2 + 𝑙1
(
𝜕2�̃�

𝜕𝑥𝜕𝑦
+ 𝜕2𝑤

𝜕𝑥𝜕𝑧

)
+𝜕

2�̃�

𝜕𝑦2 + 𝜕
2�̃�

𝜕𝑧2 + 1
`

𝑑`

𝑑𝑇

𝑑𝑇

𝑑𝑦

(
𝜕�̃�

𝜕𝑦
+ 𝜕�̃�
𝜕𝑥

)
+ 1
`

𝑑`

𝑑𝑇

(
𝜕2𝑈

𝜕𝑦2 \̃ +
𝑑𝑈

𝑑𝑦

𝜕\̃

𝜕𝑦

)
+ 1
`

𝑑2`

𝑑𝑇2
𝑑𝑇

𝑑𝑦

𝑑𝑈

𝑑𝑦
\̃

] (8)

1
𝑇

(
𝜕�̃�

𝜕𝑡
+𝑈 𝜕�̃�

𝜕𝑥
+𝑊 𝜕�̃�

𝜕𝑧

)
= −𝜕𝑝

𝜕𝑦
+ `

𝑅𝑒

[
𝜕2�̃�

𝜕𝑥2 + 𝑙1
(
𝜕2�̃�

𝜕𝑥𝜕𝑦
+ 𝜕2𝑤

𝜕𝑥𝜕𝑧

)
+ 𝑙2

𝜕2�̃�

𝜕𝑦2

+ 𝜕
2�̃�

𝜕𝑧2 + 1
`

𝑑`

𝑑𝑇

(
𝜕\̃

𝜕𝑥

𝑑𝑈

𝑑𝑦
+ 𝜕\̃
𝜕𝑧

𝑑𝑊

𝑑𝑦

)
+ 1
`

𝑑`

𝑑𝑇

𝑑𝑇

𝑑𝑦

{
𝑙0

(
𝜕�̃�

𝜕𝑥
+ 𝜕𝑤
𝜕𝑧

)
+ 𝑙2

𝜕�̃�

𝜕𝑦

}] (9)

1
𝑇

(
𝜕𝑤

𝜕𝑡
+𝑈 𝜕𝑤

𝜕𝑥
+ �̃� 𝑑𝑊

𝑑𝑦
+𝑊 𝜕𝑤

𝜕𝑧

)
= −𝜕𝑝

𝜕𝑧
+ `

Re

[
𝜕2𝑤

𝜕𝑥2 + 𝑙1
(
𝜕2�̃�

𝜕𝑥𝜕𝑧
+ 𝜕2�̃�

𝜕𝑦𝜕𝑧

)
+𝜕

2�̃�

𝜕𝑦2 + 𝑙2
𝜕2�̃�

𝜕𝑧2 + 1
`

𝑑`

𝑑𝑇

𝑑𝑇

𝑑𝑦

(
𝜕�̃�

𝜕𝑧
+ 𝜕�̃�
𝜕𝑦

)
+ 1
`

𝑑`

𝑑𝑇

(
𝑑2𝑊

𝑑𝑦2 \̃ +
𝑑𝑊

𝑑𝑦

𝜕\̃

𝜕𝑦

)
+ 1
`

𝑑2`

𝑑𝑇2
𝑑𝑇

𝑑𝑦

𝑑𝑊

𝑑𝑦
\̃

] (10)

𝛾𝑀2
∞

𝑇

𝜕𝑝

𝜕𝑡
− 1
𝑇2
𝜕\̃

𝜕𝑡
+ 1
𝑇

𝜕�̃�

𝜕𝑥
+𝑈

(
𝛾𝑀2

∞
𝑇

𝜕𝑝

𝜕𝑥
− 1
𝑇2
𝜕\̃

𝜕𝑥

)
1
𝑇

𝜕�̃�

𝜕𝑦
− 1
𝑇2

𝜕\̃

𝜕𝑦
�̃� + 1

𝑇

𝜕𝑤

𝜕𝑧
+𝑊

(
𝛾𝑀2

∞
𝑇

𝜕𝑝

𝜕𝑧
− 1
𝑇2
𝜕\̃

𝜕𝑧

)
= 0

(11)
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1
𝑇

(
𝜕\̃

𝜕𝑡
+𝑈 𝜕\̃

𝜕𝑥
+ �̃� 𝜕\̃

𝜕𝑦
+𝑊 𝜕\̃

𝜕𝑧

)
= (𝛾 − 1)𝑀2

∞

[
𝜕𝑝

𝜕𝑡
+𝑈 𝜕𝑝

𝜕𝑥
+𝑊 𝜕𝑝

𝜕𝑧

]
+ `

𝑅𝑒𝑃𝑟

[
𝜕2\̃

𝜕𝑥2 + 𝜕
2\̃

𝜕𝑦2 + 𝜕
2\̃

𝜕𝑧2

]
+(𝛾 − 1)𝑀2

∞
`

𝑅𝑒

[
2
𝑑𝑈

𝑑𝑦

(
𝜕�̃�

𝜕𝑦
+ 𝜕�̃�
𝜕𝑥

)
2
𝑑𝑊

𝑑𝑦

(
𝜕�̃�

𝜕𝑦
+ 𝜕�̃�
𝜕𝑧

)
+ 1
`

𝑑`

𝑑𝑇

((
𝑑𝑈

𝑑𝑦

)2
+

(
𝑑𝑊

𝑑𝑦

)2
)]

(12)

where 𝑙 𝑗 = 𝑗 − _/`. With the above assumption of small perturbations, the higher order terms after the substitution can
be dropped. Hence, the governing equations are linearized. For a flat plate profile, the assumption of 𝑑𝑃/𝑑𝑦 → 0 causes
the pressure profile to be constant, 𝑃 = 1/𝛾𝑀2. For meanflow profiles of other geometry, as suggested by Miselis
[28], the assumption is not applicable and the meanflow pressure distribution has to be accounted for in the linearized
equations. Moreover, the meanflow temperature boundary condition can be adiabatic or heat transfer at the wall while
the fluctuation temperature boundary condition is set to be zero on the wall. This is under an assumption due to the
small disturbance and thermal inertia of the wall.

C. Spatial Cauchy Problem

1. Direct Problem
Following Ref. [21], a three dimensional spatially growing perturbation is considered in a boundary layer flow. From

the above linearized Navier-Stokes equations, we can assume a periodic-in-time perturbation which leads a solution as
exp(−𝑖𝜔𝑡) after a Fourier transformation in time is performed. Following Tumin [21], we can rewrite the linearized
Navier-Stokes system in the following form,

𝜕

𝜕𝑦

(
L0
𝜕A
𝜕𝑦

)
+ L1

𝜕A
𝜕𝑦

= H1𝐴 + H2
𝜕A
𝜕𝑥

+ H3
𝜕A
𝜕𝑧

+ F (13)

where L0, L1,H1, H2, and H3 are 16 by 16 matrices of coefficients and 𝐴 is a column vector with 16 components,

A(𝑥, 𝑦, 𝑧) =(𝑢, 𝜕𝑢/𝜕𝑦, 𝑣, 𝜋, \, 𝜕\/𝜕𝑦, 𝑤, 𝜕𝑤/𝜕𝑦, 𝜕𝑢/𝜕𝑥, 𝜕𝑣/𝜕𝑥
𝜕\/𝜕𝑥, 𝜕𝑤/𝜕𝑥, 𝜕𝑢/𝜕𝑧, 𝜕𝑣/𝜕𝑧, 𝜕\/𝜕𝑧, 𝜕𝑤/𝜕𝑧)𝑇 .

(14)

𝐹 above denotes the initial data of H2A0 at 𝑥 = 0. To analyze the spatial growth rate, we apply a Laplace transform in
the 𝑥 direction and Fourier transform in the 𝑧 direction assuming spanwise periodic perturbation.

A𝛼𝛽 =

∫ ∞

0
𝑒−i𝛼𝑥

∫ ∞

−∞
𝑒−𝑖𝛽𝑧A(𝑥, 𝑦, 𝑧)𝑑𝑧𝑑𝑥, (15)

where 𝛼 is the spatial eigenvalue of interest. After the transformations, the system can be written as

𝜕

𝜕𝑦

(
L0
𝜕A𝛼𝛽

𝜕𝑦

)
+ L1

𝜕A𝛼𝛽

𝜕𝑦
= H1A𝛼𝛽 + 𝑖𝛼H2A𝛼𝛽 + 𝑖𝛽H3A𝛼𝛽 + H2A0𝛽

𝑦 = 0 : 𝐴𝛼𝛽 𝑗
= 0, 𝑗 = 1, 3, 5, 7

𝑦 → ∞ :
��𝐴𝛼𝛽 𝑗

�� < ∞, 𝑗 = 1, . . . , 16.

(16)

The elements of L0, L1,H1, H2, and H3 are presented in Ref. [21]. The above second-order system of Eq. (16) can be
recast as a first-order system of eight components of the following by substituting Eq. (11) into Eq. (9),

𝑑z𝛼𝛽

𝑑𝑦
= H0z𝛼𝛽

𝑦 = 0 : 𝑧𝛼𝛽 𝑗
= 0, 𝑗 = 1, 3, 5, 7

𝑦 → ∞ :
��𝑧𝛼𝛽 𝑗

�� < ∞, 𝑗 = 1, . . . , 8,
(17)
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with

z𝛼𝛽 = (𝑢, 𝜕𝑢/𝜕𝑦, 𝑣, 𝜋, \, 𝜕\/𝜕𝑦, 𝑤, 𝜕𝑤/𝜕𝑦). (18)

Here, H0 is a 8 by 8 coefficient matrix. The elements of H0 can be found in Appendix A. In the region outside of
the boundary layer, the meanflow variables equal to their freestream values, the matrix H0 is a matrix of constant
coefficients. Hence, in the far field, fundamental solutions with an exponential asymptotic behavior exp(_𝑦) of the
homogeneous system can be derived from the characteristic equation,

det (H0 − _I) = 0. (19)

Solving the characteristic equation, we derived the asymptotic solutions u0 and agreed with Ref. [21]. For the
presentation of the asymptotic eigenpairs, refer to Appendix B. Following, let the fundamental solutions to the reduced
system in Eq. (17) take the form U(𝑦) and U(𝑦) = [U1 · · ·U8] with the asymptotic values of u0. Note that the
fundamental solutions U are vectors of 8 components at each 𝑦 location. We can transform the solutions U back to the
solutions U′ of 16 components by applying the 𝜕

𝜕𝑥
and 𝜕

𝜕𝑧
in the form of 𝑖𝛼 and 𝑖𝛽 following Ref. [28]. We then express

the solution of the non-homogeneous system of Eq. (16) as following,

A𝛼𝛽 (𝑦) = U′Q(𝑦) + G(𝑦) (20)

where Q(𝑦) is the set of coefficients to be determined and G(𝑦) is the non homogeneous part. Note that the sets of U′

and Q are also functions of 𝛼 = 𝑓 (_). To obtain the solutions for Eq. (13) in the Cartesian coordinates, an inverse
Laplace transform for the spatial wavenumber 𝛼 is applied,

A(𝑥, 𝑦) = 1
2𝜋i

∫ 𝛼0+∞

𝛼0−∞
A𝛼𝛽 (𝑦;𝛼, 𝛽)e𝑖𝛼𝑥 d𝛼. (21)

Since the complex integration is on the complex 𝛼 plane, the discrete 𝛼 values of a sample compressible flow over a
flat plate is plotted in Fig.1 to show the integration domain. A discrete representation of the continuous branch cuts is
shown since each branch can be describe with the fundamental solution eigenvalues _2 = −𝑖𝑘 for a range of discrete 𝐾
values from 0 to ∞. Following the integration contour in Ref. [41] on the complex 𝛼 plane, the integration in Eq. (21)
uses a contour around branch cuts and residues, which are characterized as continuous and discrete modes accordingly.
For the continuous spectrum, the contour integral path around each branch can be described as a path from ∞ to 𝐾 = 0,
where 𝐾 = 0 being the branch point for each branch function of _2 = −𝑖𝑘 , subtracting a path from 𝐾 = 0 to ∞. The set
of A𝛼𝛽ei𝛼𝑥 behaves differently as 𝛼 = 𝑓 (_) = 𝑓 (𝑘) goes from 0 to ∞ at each branch and some coefficients Q for the
fundamental solutions in the set U′ cancel out. For the detailed analytical procedure, refer to Ref. [41]. This means that
it is sufficient to only consider the remaining fundamental solutions when computing the solution A𝛼𝛽 before the inverse
Laplace transform. This leads to a combination of different fundamental solutions U′

1 · · ·U′
8 for each continuous

branch. For example, the branch cut corresponding to the acoustic waves is comprised of U′
1, U′

3, U′
4, U′

5, U′
7, which

correspond to the following in the 8-component system,

𝑧𝐴𝑐𝑜𝑢𝑠𝑡𝑖𝑐𝛼𝛽 = 𝑐 (1)U(1) + 𝑐 (3)U(3) + 𝑐 (4)U(4) + 𝑐 (5)U(5) + 𝑐 (7)U(7) . (22)

We can refer to Tumin (2007) for all the modes. For the discrete modes, the residue results in the combination of
decaying modes U′

1, U′
3, U′

5, U′
7. In practice, we use the fundamental solutions U(𝑦) of 8 components and solve for

the solution z𝛼𝛽 (𝑦). In the later section, we will utilize the combinations of fundamental solutions and their asymptotic
results as boundary conditions to solve for the continuous modes of the solution for Eq. (17) with a general high-order
finite difference method. Details of the numerical method and the application of boundary conditions will be discussed
in later sections.

2. Bi-orthogonal Eigenfunction System
Since the solution for Eq. (16) is not self adjoint, a bi-orthogonal eigenfunction system can be introduced with

an adjoint system. The adjoint solution acts as a filter for the direct solution and forms an orthogonality relationship
between normal modes. We can introduce the general adjoint operator L∗ from the inner product of a general vector
LA and B.

⟨LA,B⟩ = ⟨A,L∗B⟩ . (23)
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Fig. 1 The global spatial eigenvalue spectrum showing the continuous branch cuts and discrete poles.

Let the operator L be the linear operator of Eq. (16) and A = A𝛼𝛽 , we can introduce the following adjoint system with
B𝛼𝛽 = B∗, where the ∗ denotes the complex conjugate,

𝜕

𝜕𝑦

(
L𝑇0

𝜕B𝛼𝛽
𝜕𝑦

)
− L𝑇1

𝜕B𝛼𝛽
𝜕𝑦

= H𝑇
1 B𝛼𝛽 + 𝑖𝛼H𝑇

2 B𝛼𝛽 + 𝑖𝛽H𝑇
3 B𝛼𝛽

𝑦 = 0 : 𝐵𝛼𝛽 𝑗
= 0, 𝑗 = 2, 4, 6, 8

𝑦 → ∞ :
��𝐵𝛼𝛽 𝑗

�� < ∞, 𝑗 = 1, . . . , 16.

(24)

Here, the transpose is the conventional transpose. Similarly, the adjoint system can also be recast in the following form,

− dY𝛼𝛽

d𝑦 = 𝐻𝑇0 Y𝛼𝛽 .

𝑦 = 0 : 𝑌𝛼𝛽 𝑗
= 0, 𝑗 = 2, 4, 6, 8

𝑦 → ∞ :
��𝑌𝛼𝛽 𝑗

�� < ∞, 𝑗 = 1, . . . , 8
(25)

The solution Y𝛼𝛽 can also be expressed as a combination of fundamental solutions, V1 · · ·V8, with the freestream
fundamental solution vectors, V0

𝑗
, 𝑗 = 1, · · · , 8. The freestream fundamantal solutions for the adjoint problem can

be found using cofactors of the matrix of freestream fundamental solution vectors from the direct problem. The
transformation between B𝛼𝛽 and Y𝛼𝛽 can be referred to Tumin [21]. With the dual systems, the orthogonality condition
exists as

𝑖 (𝛼 − 𝛼′)
∫ ∞

0

(
H2A𝛼𝛽 ,B𝛼′𝛽

)
𝑑𝑦 = 0. (26)

This orthogonality relation can be obtained by an integration by part of the dot product between B𝛼′𝛽 and Eq. (16). The
above equation can be rewritten into this form,〈

H2A𝛼𝛽 ,B𝛼′𝛽
〉
=

∫ ∞

0

( (
H2A𝛼𝛽

)
,B𝛼′𝛽

)
𝑑𝑦 = ΓΔ𝛼𝛼′ . (27)

According to Ref. [5], for the discrete modes , the term Δ𝛼𝛼′ represents a Kronecker Delta, which equals to 1 if the
eigenvalues of the two modes are the same. This is because the decaying behavior of the discrete modes and the integral
should result in a constant Γ value depending on the normalization. For the continuous modes, the same term represents
a Dirac Delta. One can also derive the following inner product relation between A𝛼𝛽 and 𝑧𝛼𝛽 . This would be helpful in
the numerical implementation later [21],
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〈
𝐻2𝑨𝛼𝛽 , 𝑩𝛼𝛽

〉
= −i

〈
𝜕𝑯0
𝜕𝛼

𝑧𝛼𝛽 ,𝒀𝛼𝛽

〉
. (28)

We can obtain the coefficients for each modes using the following relation assuming local parallel flow,

𝐶𝑚𝑜𝑑𝑒 =

−i
〈
𝜕𝑯0
𝜕𝛼

𝑧𝐷𝑁𝑆 ,𝒀𝛼𝛽
〉

Γ
. (29)

In practice, the numerical coefficients can be obtained by a numerical integration of the dot product from the wall to the
freestream using a composite trapezoidal rule which will be discussed later.

III. Numerical Methods

A. General High-Order Finite Difference Scheme On Non-uniform Grid
Instead of solving the Runge Kutta fourth order integration with orthonormalization, a high-order implicit method

can be applied through finite difference. This numerical approximation of the first derivative will be carried out on a
non uniform grid to avoid the Runge phenomenon. The distribution of 𝑁 number of grid points over the domain [𝑎, 𝑏]
will follow Kosloff [42], Zhong [38], and Shukla [39],

𝑦 𝑗 =
𝑏 + 𝑎

2
+ (𝑏 − 𝑎) sin−1 (−𝛼 cos(𝜋 𝑗/𝑁))

2 sin−1 𝛼
, 𝑗 = 0, . . . , 𝑁, (30)

where the parameter 𝛼 can be tuned to stretch the grid from a uniform grid (𝛼 = 1) to a Chebyshev grid (𝛼 = 0). This
stretching is tuned such that the discrete operator is stable. Various trends of stable 𝛼 tuning can be found in Zhong
[38]. This direct application of the finite difference method on a non-uniform grid eliminates the grid transformation
procedure needed in previous spectral collocation method [14]. Furthermore, a multi domain grid distribution is also
applied. Three domains in total are used in the boundary layer. The first domain accounts for half of the total grid
points and emphasizes on the critical layer where the maximum temperature gradient is located. This corresponds to the
non-dimensional location 0 ≤ 𝑦 𝑗 ≤ 𝑦𝑖 where the location of 𝑦𝑖 depends on the meanflow profile. The second domain
accounts for the one fourth of the total grid points and ends when the streamwise velocity equals to 90 percent of the
freestream velocity. This corresponds to the non-dimensional location 𝑦𝑖 ≤ 𝑦 𝑗 ≤ 𝑦𝑜 where the locations of 𝑦𝑖 and 𝑦𝑜
depend on the meanflow profile. The third domain covers the rest of the profile, 𝑦𝑜 ≤ 𝑦 𝑗 ≤ 𝑦𝑚𝑎𝑥 . With the grid defined,
we apply the finite difference method. To derive the finite difference coefficients on an arbitrary stencil of 𝑛 + 1 points,
we use the Lagrange polynomial.

𝑓 (𝑥) =
𝑛∑︁
𝑗=0

𝑓
(
𝑥 𝑗

)
𝐿 𝑗 (𝑥) (31)

where

𝐿 𝑗 (𝑥) =
∏
𝑖≠ 𝑗

𝑥 − 𝑥𝑖
𝑥 𝑗 − 𝑥𝑖

(32)

By taking the derivative of the Lagrange polynomial over 𝑥, we have

𝐿′𝑗 (𝑥) =
∑︁
𝑙≠ 𝑗

1
𝑥 𝑗 − 𝑥𝑙

∏
𝑚≠( 𝑗 ,𝑙)

𝑥 − 𝑥𝑚
𝑥 𝑗 − 𝑥𝑚

(33)

and the second derivative can be derived in a similar fashion by taking the logarithmic derivative. Hence, we have

𝑓 ′ (𝑥) =
𝑛∑︁
𝑗=0

𝑓
(
𝑥 𝑗

)
𝐿′𝑗 (𝑥) (34)

where 𝐿′
𝑗
(𝑥) are the finite difference coefficients to the first derivative. With the finite difference coefficients determined,

we approximate the first derivative in our linear system from 𝑖 = 0, . . . , 𝑁 . Since the vector z𝛼𝛽 from Eq. (17) has 8
components, each coefficient for the finite difference scheme is multiplied by an 8 by 8 identity matrix, I.
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L′
𝑗 (𝑥) = 𝐿′𝑗 (𝑥) ∗ I, 𝑖 = 0, . . . , 𝑛. (35)

Hence, each L′
𝑗
(𝑥) is a block of size 8 by 8. For an arbitrary first order finite difference operator of length 𝑛 + 1, we can

approximate the first order finite difference part in Eq. (17) at each 𝑦𝑖 location as

𝑑z𝛼𝛽 (𝑦𝑖)
𝑑𝑦𝑖

=

𝑛∑︁
𝑗=0

z𝛼𝛽
(
𝑦 𝑗

)
L′
𝑗 (𝑦𝑖), 𝑖 = 0, . . . , 𝑁. (36)

We can rewrite the summation as a banded block linear operator with a bandwidth of 𝑛 + 1 and block size of 8 by 8.
Combining all the interior points, we result in a banded block operator, D, with 𝑁 block rows,

𝑑z𝛼𝛽
𝑑𝑦

= Dz𝛼𝛽 , (37)

where

[D] =



[L′
0] · · · [L′

𝑛] 0 · · · 0
0 [L′

0] · · · [L′
𝑛] · · · 0

0 0
. . .

. . . 0
0 · · · [L′

0] · · · [L′
𝑛] 0

0 · · · 0 [L′
0] · · · [L′

𝑛]


(38)

We can also formulate the right hand side of Eq. (17) as a block diagonal operator, H. The 8 by 8 matrix H0 will be a
diagonal block for each 𝑦𝑖 location from 𝑖 = 0 to 𝑁 .

[H] =



[H0 (𝑦0)] 0 0 0 · · · 0
0 [H0 (𝑦1)] 0 0 · · · 0

0 0
. . .

. . . 0
0 · · · 0 0 [H0 (𝑦𝑁−2)] 0
0 · · · 0 0 0 [H0 (𝑦𝑁 )]


(39)

Substituting the discrete operators into Eq. (17) and subtracting the H operator from both side, we obtain the following
equation.

Dz𝛼𝛽 − Hz𝛼𝛽 = 0 (40)

Both D and H are block banded matrices of size 𝑁 ∗ 8 by 𝑁 ∗ 8. For the boundary treatments, one sided difference
scheme derived from the same method is implemented on both ends. For the wall boundary block row, the one sided
difference with a stencil length of 𝑛 points gives

(
[L′

0] − [H0 (𝑦0)]
)


𝑢(𝑦 = 0)
𝑑𝑢/𝑑𝑦(𝑦 = 0)
𝑣(𝑦 = 0)
𝑝(𝑦 = 0)
\ (𝑦 = 0)

𝑑\/𝑑𝑦(𝑦 = 0)
𝑤(𝑦 = 0)

𝑑𝑤/𝑑𝑦(𝑦 = 0)


+ · · · + [L′

𝑛]



𝑢(𝑦𝑛)
𝑑𝑢/𝑑𝑦(𝑦𝑛)
𝑣(𝑦𝑛)
𝑝(𝑦𝑛)
\ (𝑦1)

𝑑\/𝑑𝑦(𝑦𝑛)
𝑤(𝑦𝑛)

𝑑𝑤/𝑑𝑦(𝑦𝑛)


+ 0 + · · · + 0 = [0], (41)

and similarly for the freestream boundary block row,
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0 + · · · + 0 + [L′
0]]



𝑢(𝑦𝑁−𝑛)
𝑑𝑢/𝑑𝑦(𝑦𝑁−𝑛)
𝑣(𝑦𝑁−𝑛)
𝑝(𝑦𝑁−𝑛)
\ (𝑦𝑁−𝑛)

𝑑\/𝑑𝑦(𝑦𝑁−𝑛)
𝑤(𝑦𝑁−𝑛)

𝑑𝑤/𝑑𝑦(𝑦𝑁−𝑛)


+ · · · +

(
[L′
𝑛 − [H0 (𝑦𝑁 )]

)


𝑢(𝑦𝑁 )
𝑑𝑢/𝑑𝑦(𝑦𝑁 )
𝑣(𝑦𝑁 )
𝑝(𝑦𝑁 )
\ (𝑦𝑁 )

𝑑\/𝑑𝑦(𝑦𝑁 )
𝑤(𝑦𝑁 )

𝑑𝑤/𝑑𝑦(𝑦𝑁 )


= [0], (42)

Matrix H can be split into three parts: H̄ is the part that does not depend on the spatial wavenumber 𝛼, ¤H is linearly
dependent on 𝛼, and ¥H is dependent on 𝛼2. Along with boundary conditions from Eq. (17), Eq. (40) can be written as

(D −
(
H̄ + 𝛼 ¤H + 𝛼2 ¥H)

)
z𝛼𝛽 = 0

𝑧𝛼𝛽 𝑗
= 0, 𝑗 = 1, 3, 5, 7��𝑧𝛼𝛽 𝑗

�� < ∞, 𝑗 = 𝑁 ∗ 8, . . . , 𝑁 ∗ 8 − 7.
(43)

The problem can then be described as a set of linear equations taking form in [A] [x] = [b], where [A] = [D − (H̄ +
𝛼 ¤H + 𝛼2 ¥H)], [x] = [z𝛼𝛽], and [b] = 0. Note that Eq. (43) has a nonlinear dependence on the spatial wavenumber 𝛼. If
the nonlinear term is omitted or 𝛼2 is set to 0, a global eigenvalue decomposition can be performed as the global method
presented in Ref. [14]. Furthermore, at the boundary of each domain inside the boundary layer profile, we have to
ensure continuity. Following Malik [14], this can be done by enforcing the perturbation variables and their derivatives
to be equal at the end of zones. For example, at 𝑦𝑖,

z𝐼𝛼𝛽 (𝑦𝑖) = z𝐼 𝐼𝛼𝛽 (𝑦𝑖) (44)

and

𝑑z𝛼𝛽 (𝑦𝑖)
𝑑𝑦𝑖

𝐼

=
𝑑z𝛼𝛽 (𝑦𝑖)
𝑑𝑦𝑖

𝐼 𝐼

. (45)

The discrete adjoint operators can be obtained in the same way. Following Eqs. (25) and (40), the discrete adjoint
formula can be written as

−DY𝛼𝛽 − H𝑇Y𝛼𝛽 = 0
𝑌𝛼𝛽 𝑗

= 0, 𝑗 = 2, 4, 6, 8��𝑌𝛼𝛽 𝑗

�� < ∞, 𝑗 = 𝑁 ∗ 8, . . . , 𝑁 ∗ 8 − 7.
(46)

1. Discrete Mode Boundary Conditions
From Eq. (43), the problem [A] [x] = [b] is singular due to [b] = 0. To avoid this situation, we will make

modifications on the wall boundary conditions by normalizing with the wall pressure or the streamwise velocity gradient,
𝑑𝑢(0)
𝑑𝑦

, term. For the discrete mode wall boundary, we switch out the 1st, 3rd, and 7th rows of Eq. (41) with equations
𝑢(𝑦 = 0), 𝑣(𝑦 = 0), 𝑤(𝑦 = 0) = 0 for the no slip condition. For the 5th row, instead of the temperature boundary
condition, \ (𝑦 = 0) = 0, we normalize by the pressure term such that 𝑝(𝑦 = 0) = 1 to address for the singularity. Other
rows will remain unchanged. Since Eq. (43) has a nonlinear dependence on 𝛼, Newton’s method is applied as a nonlinear
search for the correct 𝛼 that meets the temperature boundary condition. Currently, the sparse LU decomposition from
MATLAB is used to solve the linear system where the same LU decomposition can be used in the Newton’s iteration.
More details will follow after the discussion on continuous modes.

The freestream boundary condition z𝛼𝛽𝑁 will be zeros since the discrete modes are set to decay. The block row of
Eq. (42) can be rewritten as
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𝑢(𝑦𝑁 )
𝑑𝑢/𝑑𝑦(𝑦𝑁 )
𝑣(𝑦𝑁 )
𝑝(𝑦𝑁 )
\ (𝑦𝑁 )

𝑑\/𝑑𝑦(𝑦𝑁 )
𝑤(𝑦𝑁 )

𝑑𝑤/𝑑𝑦(𝑦𝑁 )


= [0] . (47)

The adjoint wall boundary condition is applied in a similar way except that the spatial wavenumber 𝛼 is shared
between the two systems and is converged by the Newton’s method in the direct problem. Hence, the four wall boundary
conditions in Eq. (46) can be applied directly. The adjoint decaying freestream boundary condition takes a similar form.

2. Continuous Mode Boundary Conditions
After solving for the discrete modes, the continuous modes can also be obtained with the same framework of Eqs.

(43) with different boundary conditions. For the continuous mode, the singularity at the wall can be addressed directly
by imposing the no slip condition and the normalization together. The reason behind is that we can determine the
spatial eigenvalue of the continuous modes with a priori knowledge of the asymptotic results by setting _ = −𝐾2 for
_ formulations in Eq. (75). Hence, the nonlinear iteration for an 𝛼 that satisfy the wall boundary condition is not
necessary and we can set the wall boundary conditions and the normalization directly in the linear operator. Since
values of 𝜔 and 𝛽 are set in the formulation of _, different selections of _ = −𝐾2 correspond to specific locations of each
branch in the complex 𝛼 plane. The _ relation is a nonlinear relation with respect to 𝛼. We deploy another nonlinear
solver of Brent’s method [43], also used by Miselis [28], to determine the root. To describe the behavior of the whole
branch, we discretize 𝐾 from 𝐾 = 0 to 𝐾 = 4, following Tumin [19], and sum up the contribution for all values of 𝐾.
Eigenfunctions of each mode will be computed for all discrete values of 𝐾 in order to represent the integral along the
branch.

Furthermore, from the eigenpairs described in the Appendix B, for any eigenvalue of 𝑅𝑒(_) < 0, a correspond-
ing eigenvalue of 𝑅𝑒(_) > 0 exists. In order to enforce the boundedness of the freestream boundary condition,
exp(_ 𝑗 𝑦 𝑓 𝑟𝑒𝑒𝑠𝑡𝑟𝑒𝑎𝑚) < ∞, two types of solutions were introduced by Salwen and Grosch [5]. The first type is the
discrete solution which decays in the freestream and second is the continuous spectra which is bounded in the freestream.
We can describe the boundedness condition with two numerical boundary condition, the far field extrapolation and the
asymptotic boundary condition. For the far field extrapolation boundary condition, we utilize an extrapolation using the
Lagrange polynomials mentioned above to substitute for freestream perturbation values.

z𝛼𝛽 (𝑦𝑁 ) =
𝑁−1∑︁
𝑗=𝑁−𝑛

z𝛼𝛽
(
𝑦 𝑗

)
𝐿 𝑗 (𝑦) (48)

where 𝑛 is the length of the stencil. The same stencil length as the interior scheme can be used for the extrapolation
with one order of accuracy lower than the interior scheme since the extrapolation is one sided. Hence, the first order
derivative approximation at point 𝑁 becomes

0 + · · · + 0 + L′
0 ∗ z𝛼𝛽𝑁−𝑛 + · · · + L′

𝑛 ∗
(
𝑁−1∑︁
𝑗=𝑁−𝑛

z𝛼𝛽
(
𝑦 𝑗

)
𝐿 𝑗

(
𝑦 𝑗

))
=
𝑑z𝛼𝛽 (𝑦𝑁 )

𝑑𝑦
. (49)

Plugging Eq. (49) into the last block row of the linear operator D in Eq. (40), we will obtain the full linear operator
with a far field extrapolation boundary condition to obtain continuous modes such as fast and slow acoustic modes.
For continuous modes such as fast and slow acoustic modes, the eigenvalues are isolated in complex wavenumber
plane. Hence, the far field extrapolation boundary condition is sufficient to obtain the isolocated eigenfunctions without
non-modal effects. Only the corresponding eigenvalue, which can be solved from the _ = −𝐾2 equation for a 𝐾 value,
will be needed to solve the system.

For the entropy and vorticity continuous modes which the eigenvalues are close to each other, the asymptotic
boundary condition can by applied using the principle of superposition. From the inverse Laplace transform mentioned
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above, the full solution of a continuous branch is made up of a linear combination of fundamental solutions U from
Eq. (20) where U(𝑦) ∼ exp(_ 𝑗 𝑦). Hence, we use the asymptotic fundamental solutions with the a priori knowledge of
different combinations from the contour integral of Eq. (21). From the result of the contour integral in Ref. [21], the
continuous modes are obtained with the combination of five fundamental solutions including freestream decaying and
non-decaying fundamental solutions. For example, the vorticity mode A is obtained with the following.

z𝑉𝐴𝛼𝛽 = 𝑐 (1)U(1) + 𝑐 (2)U(2) + 𝑐 (3)U(3) + 𝑐 (5)U(5) + 𝑐 (8)U(8)

Y𝑉𝐴𝛼𝛽 = 𝑐 (1)V(1) + 𝑐 (2)V(2) + 𝑐 (4)V(4) + 𝑐 (6)V(6) + 𝑐 (7)Y(7) (50)

with coefficients c determined to satisfy the wall boundary conditions. For the combination of other modes, we refer to
Ref.[21] for the results of the inverse Laplace transformation. Therefore, instead of applying the finite difference stencil
to Eq. (17), we apply the finite difference method to the following equations,

𝑑U( 𝑗 )c
𝑑𝑦

= H0

(
U( 𝑗 )c

)
, 𝑗 = 1, · · · , 5 (51)

with 𝑗 representing each of the 5 fundamental solutions used in the combination to form a specific continuous mode.
The freestream fundamental solutions u0 are used as the freestream boundary condition with a freestream coefficient of
𝑐 𝑓 𝑟𝑒𝑒𝑠𝑡𝑟𝑒𝑎𝑚 or 𝑐𝑁 = 1,

U( 𝑗 ) (𝑦 = 𝑁)𝑐𝑁 = u0
( 𝑗 ) , 𝑗 = 1, · · · , 5. (52)

In practice, we treat U( 𝑗 )c as one variable to solve together. Applying the finite difference scheme same as Eq. (40),
we will result in an discrete equation for each fundamental solution Z with its own freestream asymptotic boundary
conditions z0. Hence, a discrete equation similar to Eq. (40) can be formulated,

D
(
U( 𝑗 )c

)
− H

(
U( 𝑗 )c

)
= 0, 𝑗 = 1, · · · , 5. (53)

For each continuous mode, we solve for Eq. (53) five times to obtain the five fundamental solutions. Since the linear
operator is banded and sparse, solving for the five fundamental solutions can still be cost efficient. For the coefficients
c, we first assume an arbitrary scaling of 1 for the coefficient in the freestream, 𝑐𝑁 = 1, and solve for the U( 𝑗 )

𝛼𝛽
(𝑦)𝑐

throughout the boundary layer with the finite difference scheme. This is equivalent to normalizing the fundamental
solutions with the freestream coefficient,𝑐𝑁 . After solving for the fundamental solutions using the finite difference
method, we have the U𝑤𝑎𝑙𝑙 c𝑤𝑎𝑙𝑙

c𝑁 = U𝑤𝑎𝑙𝑙cold values at the wall which does not scale to our wall boundary conditions yet.
Then we enforce the boundary condition at the wall by solving for the new coefficients, c𝑛𝑒𝑤 , with the following system
of algebraic equations,

𝑧𝛼𝛽1 (0)
𝑧𝜶𝛽3 (0)
𝑧𝛼𝛽5 (0)
𝑧𝛼𝛽7 (0)
𝑧𝛼𝛽2,4 (0)


=


...

...
...

...
...

U(1)
wall cold U(2)

wall cold U(3)
wall cold U(4)

wall cold U(5)
wall cold

...
...

...
...

...





𝑐
(1)
new

𝑐
(2)
new

𝑐
(3)
new

𝑐
(4)
new

𝑐
(5)
new


. (54)

This is done by setting the 𝑧𝛼𝛽1 (0), 𝑧𝛼𝛽3 (0) and 𝑧𝛼𝛽7 (0) equal to 0 in the equation to satisfy the no slip condition,
𝑧𝛼𝛽5 (0) = 0 for the temperature wall boundary condition. A normalization of the wall pressure fluctuation, 𝑧𝛼𝛽4 (0) = 1,
or the streamwise velocity gradient, 𝑧𝛼𝛽2 (0) = 1, is also applied. Since we have five fundamental solutions in each
continuous mode, we have five equations to determine the coefficients needed to satisfy the five boundary conditions at
the wall. With these conditions, we can determine the scaling that satisfy the wall boundary condition and rescale the
fundamental solutions

z𝛼𝛽 = 𝑐
(1)
𝑛𝑒𝑤

(
U(1)cold

)
+ 𝑐 (2)𝑛𝑒𝑤

(
U(2)cold

)
+ 𝑐 (3)𝑛𝑒𝑤

(
U(3)cold

)
+ 𝑐 (4)𝑛𝑒𝑤

(
U(4)cold

)
+ 𝑐 (5)𝑛𝑒𝑤

(
U(5)cold

)
. (55)

The adjoint freestream fundamental solutions are obtained mathematically by defining the adjoint of the direct
freestream fundamental solution following Tumin [21]. In another word, it is defined as the transpose of the cofactor
matrix of the matrix of direct freestream fundamental solutions z0.
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B. Newton’s iteration
For the discrete modes, each spatial eigenvalue 𝛼 is converged using the Newton’s method to drive the temperature

fluctuation at the wall to 0 or the streamwise velocity to 0. As mentioned above, the coefficients at wall are determined
by the no slip condition and the normalization of pressure. With a guessed value of 𝛼0, we can apply the finite difference
method to solve for the temperature or velocity fluctuation at the wall. For the temperature fluctuation, we have
\wall = 𝑧𝛼0𝛽5 (0). at 𝑦 = 0, We then take the derivative of the discrete system resulting in the following equation with
boundary conditions

(D − H)
𝜕z𝛼𝛽
𝜕𝛼

=
𝜕H
𝜕𝛼

z𝛼𝛽 + 𝐵.𝐶. (56)

where the boundary condition, 𝐵.𝐶., does not change with 𝛼 for the discrete mode case. Note that the finite difference
stencil 𝐷 does not depend on 𝛼. By solving this equation, we will be able to obtain 𝜕\wall

𝜕𝛼
and apply the Newton’s

iteration,

𝛼𝑛𝑒𝑤 = 𝛼0 − \𝛼0
𝑤𝑎𝑙𝑙

(
𝜕\wall
𝜕𝛼

)−1
, (57)

to get the new spatial eigenvalue. Since we have already LU factorized the matrix [D − H] when we solve for the
direct system, we can obtain the 𝜕z𝛼𝛽

𝜕𝛼
without extra decomposition. Malik [14] also suggested to keep the same LU

factorization for a small number of iterations before updating to further save computational cost.

C. Bi-orthogonal Decomposition
After formulating the numerical procedure to obtain both discrete and continuous modes, the bi-orthognality

relationship between the direct and adjoint eigenfunctions can be used as a filter to isolate the modal behavior. For the
implementation, an inner product between the direct and adjoint eigenfunctions is used in Eqs. (27) and (28). From Eq.
(28), we can write 〈

𝜕𝑯0
𝜕𝛼

𝑧𝛼𝛽 ,𝒀𝛼𝛽

〉
=

∫ ∞

0

(
𝜕𝑯0
𝜕𝛼

𝑧𝛼𝛽 ,𝒀𝛼𝛽

)
𝑑𝑦 = ΓΔ𝛼𝛼′ . (58)

Using a non-uniform trapezoidal rule, the integration can be numerically implemented as the following. Let 𝑓 be the
function of the dot product inside the integral for Eq. (58),∫ ∞

0
𝑓 𝑑𝑦 ≈

𝑁∑︁
𝐾=1

𝑓 (𝑦𝑘−1) + 𝑓 (𝑦𝑘)
2

Δ𝑦𝑘 , (59)

where ∞ is approximated at the freestream upper bound 𝑦𝑚𝑎𝑥 location of the domain. Hence, from the inner product of
the direct and adjoint solutions of the same mode, the normalization value, Γ, can be calculated for both discrete and
continuous modes. Note that the normalization is dependent on the normalization boundary conditions mentioned above.
A consistent normalization across the modes is necessary. After obtaining Γ, Eq. (29) can be ultilized to compute the
amplitude of modal contribution for a perturbed flowfield. Again, the contribution amplitude of a particular mode in
a perturbation is computed with an inner product of the perturbed flow field and the corresponding mode’s adjoint
eigenfunctions with the normalization.

IV. Results

A. Verification of Finite Difference Scheme
In order to study the convergence behavior of the finite difference scheme, a test case using the Bessel function of

first kind is solved for its first derivative since the exact derivative can be obtained with the Matlab built in function. The
finite difference scheme is used on the zeroth order Bessel function values and the result is compared with the first order
Bessel function values. To verify the convergence, test trials are made of a range of different numbers of grid points and
stencil length. Figure 2 presents the error behaviors when the various finite difference schemes are applied onto the
Bessel function.

14

D
ow

nl
oa

de
d 

by
 U

C
L

A
 L

ib
ra

ry
 L

ic
. &

 E
-R

es
. A

cq
. o

n 
Fe

br
ua

ry
 8

, 2
02

4 
| h

ttp
://

ar
c.

ai
aa

.o
rg

 | 
D

O
I:

 1
0.

25
14

/6
.2

02
3-

10
43

 



(a) 𝐿∞ errors for the derivative to the Bessel function. (b) 𝐿∞ errors for various grid distributions.

Fig. 2 Order of accuracy verification for the high-order finite difference scheme over a non-uniform grid.

Figure 2a is the infinity norm error versus the number of grid points for different stencils on the non-uniform grid.
From Fig.2a, We can see that the error decreases according to the predicted trends and reaches 10−14 to 10−15. For
the non-uniform grid, we set the number of grid points 𝑁 = 101 and varied the lengths of stencils. The grid tuning
parameter 𝛼 is set to be 0.95 to satisfy the stability for the lengths of stencils used according to Zhong and Tatineni
[38]. Figure 2b is a comparison between the uniform and non uniform grid errors. From Fig.2b, the 𝐿∞ error for
the non-uniform grid reaches 10−14 for the stencil length of 17 in contrast to the error stagnating at 10−10 for the
uniform grid, which is a stability issue for the uniform grid due to the Runge phenomena near the boundary points. The
non-uniform stretching allows high-order accuracy and stability to be maintained at the boundary.

B. Bi-orthogonal Eigenfunction System of Compressible Flow over a Flat Plate
In this section, the goal is to confirm that the discrete and continuous eigenfunctions are computed accurately.

These eigenpairs are critical in the bi-orthogonal decomposition and necessary tools for obtain the modal effects of
perturbations. Hence, a verification of eigenpairs both discrete and continuous modes against previous work is performed
to ensure the correctness of the result. Since the compressible flow over a flat plate is studied in depth in Ref. [21],[14],
and [18], the verification examines the eigenpairs in the cases of compressible flow over a flat plate. For the compressible
flow over a flat plate, the meanflow profile is obtained according to Malik’s formulation [14]. The similarity solution is
obtained by performing the following transformation from physical space (𝑥, 𝑦) to the transformed space (b, [),

b =

∫ 𝑥

0
𝜌𝑒𝑢𝑒`𝑒 d𝑥

[ =
𝑢𝑒√︁
2b

∫ 𝑦

0
𝜌d𝑦

(60)

where 𝜌𝑒, 𝑢𝑒 and `𝑒 are the density, velocity and viscosity at the edge of the boundary layer. In (b, [) coordinates, the
steady governing equations for a flat plate with no pressure gradient can be written as

(𝑐 𝑓 ′′)′ + 𝑓 𝑓 ′′ = 0
(𝑎1𝑔

′ + 𝑎2 𝑓
′ 𝑓 ′′)′ + 𝑓 𝑔′ = 0

(61)

where

𝑎1 = 𝑐/𝜎, 𝑎2 =
(𝛾 − 1)𝑀2(

1 + (𝛾−1)
2

)
𝑀2

(
1 − 1

𝜎

)
𝑐 (62)

and
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𝑓 ′ = 𝑢/𝑢𝑒, 𝑔 = 𝐻/𝐻𝑒, 𝑐 = 𝜌`/𝜌𝑒`𝑒 . (63)

Here, 𝐻 is the enthalpy and 𝑀 is the edge mach number. The Prandtl number 𝜎 is defined as `𝑐𝑝
𝑘

, where 𝑐𝑝 is the
specific heat at constant pressure and assume constant for perfect gas. No slip velocity boundary condition is applied
at the wall. The meanflow wall temperature boundary conditions can be varied between an adiabatic wall and an
isothermal wall by setting 𝑔 and 𝑔′ at the wall. The flat plate meanflow profile is solved by a shooting method using the
fourth order Runge Kutta and Newton’s method since the flat plate meanflow can be easily converged.

1. Discrete Modes
Mentioned above, Balakumar and Malik [18] and Miselis [28] presented the result for a case of compressible flow

over a flat plate with a mach number of 4.5. The stagnation temperature is 311 𝐾. Adiabatic wall meanflow is set.
The Prandtl number is 0.72 and the Reynolds number is 𝑅𝑒 = 1000. The non-dimensional circular frequency 𝜔 is set
to 0.2 and the non-dimensional spanwise wavenumber 𝛽 is set to 0.12. For clarity purpose, the relation between the
dimensional and non-dimensional frequencies are listed as following, where ∗ denotes the dimensional variable.

𝜔 =
𝜔∗𝐿∗

𝑢∗∞
, (64)

𝐹 =
2𝜋 𝑓 ∗`∗∞
𝜌∗∞𝑢

∗2
∞

=
𝜔∗`∗∞
𝜌∗∞𝑢

∗2
∞
, (65)

where the local Reynolds number and the reference boundary layer thickness 𝐿∗ are formulated as

𝑅 =
𝜌∗∞𝑢

∗
∞𝐿

∗

`∗∞
, (66)

and

𝐿∗ =

√︄
`∗∞𝑥∗

𝜌∗∞𝑢
∗
∞
. (67)

The wall pressure is chosen as the normalization variable. The table below is the comparison of results for the case. The
finite difference scheme is set to have a stencil length of 11 with the number of grid points 𝑁 = 204. For this case, a
single domain non-uniform grid is used. The grid stretching parameter, 𝛼𝑔𝑟𝑖𝑑 is set to be 0.99. This parameter is chosen
to satisfy the stability trend presented in Ref.[38]. To obtain the initial guesses for the local nonlinear iteration, a global
eigendecomposition is performed. The general eigenvalue problem is formulated by setting the nonlinear 𝛼2 dependent
term to zero in Eq. (43). Figure 1 shows the global eigenvalues with discrete poles and the discretized continuous
branches of this case. The local nonlinear iteration is then applied to obtain the exact values of the two discrete modes.
Table 1 presents the computed spatial eigenvalues of the discrete modes in comparison to Ref. [18] and [28].

Balakumar & Malik (1992) Miselis (2016), Rk4, 𝑁 = 3000 Finite Difference, 𝑁 = 204
Mode S 0.2181 + 𝑖2.969 × 10−4 0.2181 + 𝑖2.973 × 10−4 0.21813 + 𝑖2.9734 × 10−4

Mode F 0.2124 + 𝑖1.288 × 10−2 0.2124 + 𝑖1.288 × 10−2 0.21245 + 𝑖1.2886 × 10−2

Table 1 Spatial eigenvalue result comparison.

With only 𝑁 = 204 grid points, the finite difference results show no discrepancy up to the given precision comparing
with results from Ref. [28]. Figure 3a shows the magnitude of the streamwise velocity component, |𝑢 |, plotted against
the reference eigenfunction in Ref.[28]. Moreover, Figs.3b and 3c show the pressure and temperature profiles of the
discrete modes.
The eigenfunctions presented are normalized by the wall pressure. Overall behavior and the mode shape of the two
discrete modes align well with reference. The expected freestream decaying behavior is shown in all three perturbation
variables. Two critical layers are present in the mode profiles. One correspond to the peak in the temperature profile
starting at 𝑦/𝐿 = 10 and the other corresponds to the peak in the streamwise velocity profile starting at the wall. The
multi-domain grid can be adjusted to focus on resolving features in the two regions. From both the eignvalues and
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(a) Magnitude of streamwise velocity. (b) Magnitude of pressure.

(c) Magnitude of temperature.

Fig. 3 Discrete Mode Results obtained with the direct solve method plotted against Miselis (2016).

eigenfunctions, we can conclude that the finite difference method is correctly implemented with consistency for the flat
plate geometry.

2. Continuous Modes
After verifying the discrete mode eigenvalues and eigenfunctions, the next goal is to verify the continuous modes

using the finite difference method. Following Tumin [21] and Miselis [28], the verification case is a compressible flow
over a flat plate with a mach number of 5.95. The eigenfunctions are normalized by the derivative of streamwise velocity
at the wall , 𝑑𝑢(0)/𝑑𝑦 rather than the wall pressure. The value of the branch parameter 𝐾 is set to 1 in each case. The
Prandtl number is set to 0.72 and the bulk viscosity is set to 0.8. Instead of adiabatic wall, the wall temperature to
adiabatic wall ratio 𝑇𝑤/𝑇𝑎𝑑 is set to 0.1 allowing heat transfer in the meanflow. The non-dimensional frequency 𝐹 is set
to 10−4. The non-dimensional spanwise wave number 𝛽 is 0.16 and the stagnation temperature is 640 𝐾 . The Reynold
number is 1500. For the continuous modes, the two boundary conditions, far field extrapolation and asymptotic, are
used depending on the different modes for demonstration. In this example, the fast and slow acoustic modes are resolved
using the far field extrapolation boundary condition, which only requires one solve of the linear system. Figures 4a and
4b show the streamwise velocity eigenfunctions, plotted against the results given by Tumin [21], for the two continuous
acoustic modes. The pressure component is also shown in Fig.4c for analysis of the pressure perturbations in the acoustic
modes. Both the real and imaginary components of the eigenfunctions are plotted to showcase the behavior.Here, the
non-dimensional wall normal coordinate, 𝑦, is normalized by the length of the wall normal profile, 𝐿.
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(a) Streamwise velocity for fast acoustic mode. (b) Streamwise velocity for slow acoustic mode.

(c) Pressure for slow and fast acoustic modes, 𝑁 = 201.

Fig. 4 The computed continuous slow and fast acoustic mode eigenfunctions of streamwise velocity (compared
with Tumin (2007)), and pressure.

In Figs. 4a and 4b, a grid convergence test is performed. The results show convergence at as least as 𝑁 = 104. From the
streamwise velocity perturbations, the acoustic modes have a larger perturbation amplitude inside the boundary layer
and small oscillations continuing into the freestream. This behavior is different in the entropy and vorticity modes,
which is presented in the following. For entropy and vorticity modes, we utilized the asymptotic boundary condition.
Although the asymptotic boundary condition implementation requires five solves, the advantage is to incorporate the
different combinations of the freestream fundamental solutions for modes that contain similar eigenvalues. Fig.5 shows
the entropy and vorticity A continuous mode eigenfunctions. The streamwise velocities shown in Figs.5a and 5b are
compared with Ref. [21]. The wall-normal velocity and temperature eigenfunctions are also plotted for the vorticity and
entropy modes in Figs.5c and 5d. To have a more accurate comparison, the modes in Fig.5 are resolved with 𝑁 = 404
points. The grid stretching parameter, 𝛼𝑔𝑟𝑖𝑑 is set to be 0.95 and the length of stencil is also 21.
From the comparison, we can see that the eigenfunctions behave as expected. The small discrepancies in a few area are
due to the plot digitization. From the streamwise velocity eigenfunctions, both the entropy and vorticity modes have
amplitudes that are higher in the freestream region and do not penetrate into the boundary layer. Moreover, the vorticity
mode has a higher wall-normal velocity amplitude in comparison to the entropy mode, which agrees with the physical
interpretation of the modes. Likewise, the temperature fluctuation is much higher in the entropy mode. With the above
comparisons between the computed results and existing results, the new finite difference method is verified to compute
both discrete and continuous modes accurately.
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(a) Streamwise velocity for VA mode. (b) Streamwise velocity for entropy mode.

(c) Wall normal velocity for vorticity A and entropy mode. (d) Temperature for vorticity A and entropy mode.

Fig. 5 The computed continuous vorticity A and the entropy mode eigenfunctions of streamwise velocity
(compared with Tumin (2007)), wall-normal velocity, and temperature.

3. Bi-orthogonal Decomposition
With both the discrete modes and the continuous spectrum verified for different cases, we proceed to the verification

of the bi-orthogonal decomposition process. In this process, we use a case with flow conditions the same as the
continuous spectrum verification case, but a different Reynold number of 2300. The grid parameters are also the same
as the continuous spectrum case. The discrete mode eigenfunctions of this case are shown in Fig.6a and the continuous
acoustic modes are shown in Fig.6b.
Since the decomposition purpose is to decompose an arbitrary disturbance and determine the amplitude of influence
for each mode. The verification process begins with a composition of direct discrete and continuous modes, carrying
different coefficients, to form an arbitrary disturbance.Then we deploy the bi-orthogonal decomposition to decompose
the designed disturbance in the attempt to recover the assigned coefficients for each mode. In practice, the inner product
of the arbitrary signal and the adjoint modes is performed as the projecting process. For the inner product integration, a
composite trapezoidal rule mentioned above is used in the current setting. Figure 7 presents different reconstructed
arbitrary signals using the discrete modes and the acoustic modes comparing to Tumin [21].
The design coefficients 𝐶 used in Fig.7a are 𝐶𝑆 = 1, 𝐶𝐹 = −1 and 𝐶𝐹𝐴 = 2. Applying the orthogonality relation, the
decomposition of this signal recovers the weights of𝐶𝑆 = 1.0405−4.5385×10−3𝑖,𝐶𝐹 = −9.9667×10−1+2.6732×10−2𝑖
and 𝐶𝐹𝐴 = 1.9999 + 1.2374 × 10−5𝑖. The relative error is around 4 percent to the assigned weights. Furthermore,
the original coefficients 𝐶 used in Fig.7b are 𝐶𝑆 = 1, 𝐶𝐹 = −1 and 𝐶𝑆𝐴 = 2. The recovered coefficients are
𝐶𝑆 = 1.0186 − 2.7147 × 10−3𝑖, 𝐶𝐹 = −1.0155 + 3.8610 × 10−4𝑖 and 𝐶𝑆𝐴 = 2.0000 − 2.1073 × 10−7𝑖 with the largest
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(a) Discrete modes F and S. (b) Continuous fast and slow acoustic modes.

Fig. 6 Streamwise velocity component of the discrete and continuous mode used for the bi-orthogonal
decomposition verification (flat plate, 𝐾 = 1, 𝑀 = 5.95, 𝑇𝑤/𝑇𝑎𝑑 = 0.1, 𝐹 = 10−4, 𝑅𝑒 = 2300, 𝛽 = 0.16).

(a) Superposition of mode S, F, and fast acoustic mode. (b) Superposition of mode S, F, and slow acoustic mode.

Fig. 7 Reconstructed signal with decomposed coefficients plotted against the original input signal (flat plate,
𝐾 = 1, 𝑀 = 5.95, 𝑇𝑤/𝑇𝑎𝑑 = 0.1, 𝐹 = 10−4, 𝑅𝑒 = 2300, 𝛽 = 0.16).

relative error around 2 percent to the assigned coefficients. From examples above, the very high-order finite difference
method to construct the BES has been verified for the case of compressible flow over a flat plate.

C. Bi-orthogonal Eigenfunction System of Hypersonic Flow Over A Blunt Nose Cone
With the verification on the flow over a flat plate, the next step is to develop the BES for the hypersonic flow

over a blunt nose cone and analyze the modal effects. For a hypersonic flow over a blunt nose cone, the boundary
layer transition is dependent on the initial disturbance amplitude generated by the receptivity of environmental forcing.
Current transition prediction procedures, such as the 𝑒𝑁 method and the amplitude method by Mack [22], utilize the
initial disturbance amplitude (or so called receptivity coefficient) as an important parameter to obtain predictions. The
𝑒𝑁 method uses the receptivity coefficient with the aid of the 𝑁 factor growth rate to obtain the amplified disturbance
amplitude at a particular location. Moreover, the amplitude method also relies on the estimated initial and maximum
amplitude to iterate for the transition location. Hence, it is critical to obtain an accurate estimation of the initial
amplitude or the receptivity coefficient. Currently, the receptivity coefficient is obtained either empirically such as in
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Marineau’s work [23] or using a combination of LST and DNS result suggested by Yuet and Zhong [24]. Since the
experimental procedure of hypersonic flow can be expensive, the computation of receptivity coefficient is crucial. The
procedure used by Yuet and Zhong [24] computes the 𝑁 factor used in the 𝑒𝑁 method with an integration of the spatial
growth rate, obtained with LST, from the neutrally stable location 𝑠0 to an arbitary location 𝑠,

𝑁 =

∫ 𝑠

𝑠0

−𝛼𝑖 d𝑠. (68)

Then, the receptivity coefficient or the initial amplitude is a ratio between the Fourier decomposed disturbance amplitude,
𝐴 (𝑠, 𝑓𝑛) obtain from the unsteady DNS data, and the 𝑒𝑁 value,

𝐶rec ( 𝑓𝑛) = 𝐴0 ( 𝑓𝑛) =
𝐴 (𝑠, 𝑓𝑛)
𝑒𝑁 (𝑠, 𝑓𝑛 )

. (69)

While this procedure is effective in extracting the second mode receptivity coefficient, which is mostly responsible for
breakdown, by sampling the 𝐴 (𝑠, 𝑓𝑛) at a second mode dominant location, the method does not isolate other modes of
interest. The amplitude, 𝐴 (𝑠, 𝑓𝑛), from the unsteady DNS result can only be extracted at a location of second mode
dominance. Hence, the bi-orthogonal decomposition of the unsteady DNS data is necessary to extract the amplitude
of different modes in aids of computing the receptivity coefficient. A receptivity simulation case by He and Zhong
[16] [44], refer to Case I, is studied in this context. The steady meanflow of this case is obtained from a high-order
shock-fitting direct numerical simulation in a two dimensional axis-symmetric grid. In the DNS code, the conservative
Navier Stokes equations are transformed into a computational space with the coordinates (b, [, Z). The physical domain
is described by a curvilinear grid that matches the geometry of a blunt nose cone. Figure 8 shows a schematic diagram
of the grid over a blunt nose cone.

Fig. 8 Schematic diagram of the grid of a blunt cone obtained from He and Zhong [16].

From He and Zhong, the shock is treated as a moving boundary and the flow condition behind the shock is determined
with the Rankine-Hugoniot relations. The numerical scheme used is a fifth order upwind scheme for the inviscid fluxes
and a sixth order central scheme for the viscous fluxes. Additional details of the general numerical method used for the
DNS simulation and the shock-fitting scheme can be found in Zhong [37]. For steady meanflow used in Case I, the blunt
nose cone radius is 5.08 𝑚𝑚 . The mach number is 9.81. The pressure and density of the freestream are 0.64 𝑘𝑃𝑎 and
0.0422 𝑘𝑔/𝑚3 before the shock. A heat transfer meanflow wall boundary condition is set such that the ratio 𝑇𝑤/𝑇0 = 0.3.
The meanflow profiles of a selection of streamwise positions are presented in [16]. Since the mode shape of the velocity
and temperature indicates small variations, a quasi parallel assumption is applied such that the meanflow variables are
functions of the wall normal direction coordinate only. Under this assumption, the flow field data is divided into wall
normal snapshots for each streamwise location and each snapshot at these streamwise sampling locations is analyzed.
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1. Discrete Modes
To verify the accuracy of the result, the discrete mode phase speed and the growth rate over a range of streamwise

locations are obtained using the high-order finite difference methods and compared with the results from He and Zhong
[16], [44]. The local spatial eigenvalues results of each location from spatial analysis are used to derive the local phase
speed of a disturbance. The non-dimensional local phase speed of a disturbance for a two dimensional flow is defined as
the follow

𝑐𝑟 =
(𝜔)
𝛼𝑟

(70)

Following He and Zhong [44], the phase speed and growth rate for a 200 𝑘ℎ𝑧 disturbance is plotted. This disturbance
was chosen due to the significant modal amplification suggested by He and Zhong from the Fourier decomposition of
the DNS flow field. Using the multidomain formulation mentioned above, the grid is divided into three zones. The first
zone starts from the wall and ends near the peak of the temperature profile, 𝑦𝑖 = 0.08. The second zone ends where the
streamwise velocity component is at 95 percent of the freestream value, 𝑦𝑜 = 0.2. Half of the grid points are distributed
in the first zone and one fourth of the grid points are distributed to each of the following two zones. For the spatial
marching, a 10𝑡ℎ order finite difference scheme is used with the number of grid points 𝑁 = 204. This results in a sparse
linear operator in comparison to the spectral collocation method and significantly lowers the computational time when a
large number of locations is analyzed.

(a) Phase speed of discrete modes F ans S. (b) Normalize growth rate of discrete modes F and S.

Fig. 9 Discrete mode F and S phase speed and growth rate obtained from the finite difference method compared
against He and Zhong [44].

With a slight mismatch of the upstream mode S growth rate, the result of the finite difference method confirms with
previous spectral collocated LST results obtained by He and Zhong. The discrepancy for the upstream mode S growth
rate is due to the grid sensitivity of the numerical solution. Yet, overall experiments showed trends closely matching
with the reference. The both discrete modes trace back to the originating continuous fast and slow acoustic branches
with the phase speeds of 1 + 1/𝑀 and 1 − 1/𝑀 going upstream. Furthermore, the finite difference result confirms that
the synchronization between discrete mode F and S near the location of 𝑆/𝑅 = 100 and matches the unstable region of
the second mode region as expected. Another note is that near the synchronization region, the weaker discrete mode in
general will be difficult to resolve numerically due to the similarity in the wavenumber [19], [45]. After the verification
of the eigenvalues, the eigenfunctions can also be examined. Figure 10a shows the pressure eigenfunction comparison of
against the Case I results obtained with LST using spectral collocation method at the streamwise location of 𝑠∗ = 1.25 𝑚
and a frequency of 260 𝑘ℎ𝑧. Figures 10b and 10c are the streamwise velocity and temperature profiles for the discrete
modes F and S of the same case. 𝐿 denotes the length from the wall to the shock here.
From the comparison, the pressure eigenfunction results for both discrete modes F and S align well with the reference.
The oscillation of the mode F eigenfunction near the temperature critical region 𝑦/𝐿 ≈ 0.06 from the reference is
smoothed out in the finite difference result. Numerical experiments also showed that the oscillation in the reference
is an effect of the sensitivity to the grid distribution as different grid distributions can produce different oscillation
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(a) Direct mode S and F pressure eigenfunctions. (b) Streamwise velocity.

(c) Temperature.

Fig. 10 Discrete mode F and S pressure (comparison against He and Zhong [16]), streamwise velocity and
temperature eigenfunctions.

amplitudes in the region. This sensitivity can be due to slight non-parallel effects since this behavior is not recorded for
the flat plate cases. Looking at the streamwise velocity and temperature components, we can also identify two critical
layers. The location of the temperature critical layer in the discrete mode S aligns with the mean flow profiles shown in
Ref,[44]. In this case, a well distributed grid is necessary to well-resolve the critical layers since the solution is more
sensitive to the grid. Moreover, the second mode dominance is clearly shown in the higher amplitudes of perturbation
variable eigenfunctions.

2. Continuous Modes
After the verification of the discrete mode, the continuous spectrum should be investigated. The finite difference

scheme used to obtain the continuous modes has a stencil length of 11 with 404 grid points. The snapshot at the
streamwise location of 𝑠∗ = 1.25 𝑚 and a frequency of 200 𝑘ℎ𝑧 is used as a sample case. The continuous mode
eigenfunction results presented below has the value 𝐾 is set to 1, showing only one location of the continuous branch.
From previous studies in Ref. [21], [28], and [18], the vorticity and entropy modes have been concluded to have small
contribution to the boundary layer flow. This is due to the rapid decay of the modes after the shock and not penetrating
the boundary layer [21]. Figure 11 shows the behavior of the vorticity and entropy mode.
The results indicate that, at the end of the boundary layer, 𝑦/𝐿 = 0.2, both the vorticity and entropy mode decay rapidly
and the large freestream oscillations do not penetrate the boundary layer edge as mentioned above. On the other hand,
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(a) Vorticity A mode eigenfunction. (b) Entropy mode eigenfunction.

Fig. 11 Vorticity A and entropy mode results obtained with finite difference method.

the fast and slow acoustic modes have significant perturbations inside the boundary layer comparing to the freestream.
Figures 12 and 13 shows the fast and slow acoustic mode velocities and are compared with results obtained with the
integration method used by Tumin [21] and Miselis [28]. The integration results are resolved with 3000 grid points and
the Gram-Schmidt orthonormalization was performed at each step. The pressure eigenfunctions are also plotted in
Fig.12b for fast acoustic and Fig.13b for slow acoustic modes.

(a) Fast acoustic mode streamwise velocity eigenfunction. (b) Fast acoustic mode pressure eigenfunction.

Fig. 12 Fast acoustic mode results obtained with finite difference compared with results obtained from Tumin’s
integration based shooting method.

The overall result demonstrates agreement to both the behavior described above and to the integration result. Another
note is near the end of the boundary layer, the integration method generates numerous singular results especially for
the fast acoustic mode. The finite difference method, however, is able to resolve that edge of the boundary layer. The
oscillation of the fast acoustic mode also agrees with the behavior of a freestream non-decaying continuous mode.
Furthermore, the continuous acoustic functions are observed to have different behavior when a different location of the
branch is examined (different values of 𝐾). For example, Fig.13 shows the eigenfunction with a discrete 𝐾 value of 1.
From the eigenfunction, a rapid oscillation is observed inside the boundary layer but decaying outside of the boundary
layer. However, when the 𝐾 value is lowered to 0.5, which is closer to the branch point, the continuous eigenfunction
oscillation continues onto the freestream. Figure 14 shows the streamwise velocity eigenfunction of the slow acoutic
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(a) Slow acoustic mode streamwise velocity eigenfunction. (b) Slow acoustic mode pressure eigenfunction.

Fig. 13 Slow acoustic mode results obtained with finite difference compared with results obtained from Tumin’s
integration based shooting method.

mode at the branch location of 𝐾 = 0.5.

Fig. 14 Slow acoutic eigenfunction result for a 𝐾 value of 0.5.

3. Bi-orthogonal Decomposition
With the developed discrete and continuous modes, the bi-orthogonal decomposition verification procedure is the

same as the flat plate case. An arbitrary disturbance is composed with the direct discrete and continuous modes. The
same location and flow conditions are set as the above verification steps. For the continuous mode decomposition, only
the fast and slow acoustic modes are considered since the vorticity and entropy modes do not penetrate into the boundary
layer. In this orthogonality relationship verification, each continuous branch is discretized with a Δ𝐾 = 0.25 for a range
values of 𝐾 = 0 to 2. Since the continuous mode is discretized, only one location in the same continuous branch is used
in the design of the arbitrary signal to eliminate the non-orthogonality effect of the same branch. Figure 15 shows the
streamwise velocity result of an arbitrary signal made up of a combination of mode S, F, and fast acoustic mode with
𝐶𝑆 = 1, 𝐶𝐹 = −1, 𝐶𝐹𝐴,𝐾=0.5 = −2. Another case of an arbitrary signal made up of a combination of mode S, F, and
slow acoustic mode with 𝐶𝑆 = 1, 𝐶𝐹 = −1, 𝐶𝑆𝐴,𝐾=0.5 = −2 is shown in Fig. 16
The blue lines show the reconstructed streamwise velocity and temperature components combined with the different
discrete/continuous modes and coefficients resulting from the bi-orthogonal decomposition. The black markers
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(a) Streamwise velocity. (b) Temperature.

Fig. 15 Bi-orthogonal decomposition verification of the blunt nose cone case with discrete modes and fast
acoustic continuous mode.

(a) Streamwise velocity. (b) Temperature.

Fig. 16 Bi-orthogonal decomposition verification of the blunt nose cone case with discrete modes and slow
acoustic continuous mode.

indicate the arbitrary designed perturbation. The bi-orthogonal decomposition of the arbitrary perturbationl shown
in Fig. 15 results in coefficients of 𝐶𝑆 = 9.9976 × 10−1 − 5.6270 × 10−3𝑖, 𝐶𝐹 = −1.0009 − 3.6908 × 10−2𝑖, and
𝐶𝐹𝐴,𝐾=0.5 = −1.9998 − 8.1469 × 10−5𝑖. The largest relative error to the original coefficient is around 3.7 percent.
Moreover, the coefficients of the discetized slow acoustic branch have a maximum magnitude in the order of
10−3. The second decomposition example in Fig. 16 has similar results as well. The resulting coefficients are
𝐶𝑆 = 9.99986 × 10−1 − 5.1401 × 10−4𝑖, 𝐶𝐹 = −1.0008 + 1.1651 × 10−3𝑖, and 𝐶𝐹𝐴,𝐾=0.5 = −2.000 + 2.8032 × 10−6𝑖.
The coefficients for other branch have the magnitude of 10−3 as well.

After the verification of bi-orthogonality between discrete and continuous modes, the unsteady flow field data with a
finite spherical slow acoustic disturbance is decomposed to obtain the coefficients of modal influence for each mode.
The freestream pulse is modeled as a Gaussian pulse [16] and incorporated into the unsteady DNS simulation,

𝑞(𝑥, 𝑦, 𝑧, 𝑡) = |𝑞′ |∞ exp
(
− (𝑅𝑐)2

2𝜎2

)
+ 𝑞∞. (71)

The term 𝑞 is the disturbance variable and |𝑞′ |∞ stands for the peak freestream perturbation. The term 𝑅𝑐 refers to
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the radial distance from the center of the pulse to a point in the flow field. The variable 𝜎 controls both the spatial
width of the pulse as well as the frequency bandwidth of the disturbance. The finite spherical pulse parameters and
schematic setup for Case I are provided in [16] and [44]. The slow acoustic disturbance in the freestream has a peak
density perturbation amplitude, |𝜌′ |∞, of 1 × 10−6 as well as a peak pressure perturbation amplitude |𝑃′ |∞ = |𝜌′ |∞ 𝛾.
The parameter 𝜎 for the finite spherical pulse is set to 1 × 10−3. The pulse is set to start the advection at a location
𝑥0 = −0.02 𝑚 with a slow acoustic disturbance speed of 𝐶∞ = 𝑈∞ − 𝑎∞. Since the boardband disturbances are modelled
using the Gaussian pulse representation, the unsteady DNS flow field is analyzed with Fourier Transform to obtain the
disturbance information in the discrete frequency spectrum. The Fast Fourier Transform (FFT),

ℎ (𝑡𝑘) ≡ ℎ𝑘 ≈
𝑁−1∑︁
𝑛=0

𝐻 ( 𝑓𝑛) 𝑒−2𝜋𝑖 𝑓𝑛𝑡𝑘 , (72)

is used to transform all the time dependent perturbation variables, 𝑢, 𝑝, 𝑣, 𝜌. The perturbation variables are inputted as
ℎ(𝑡𝑘) and outputted as the complex coefficient 𝐻 ( 𝑓𝑛) for the 𝑛𝑡ℎ frequency in a total of 𝑁 discrete frequencies. The
complex coefficient 𝐻 ( 𝑓𝑛) is then used as the disturbance input, 𝑧𝐷𝑁𝑆 , to the bi-orthogonal decomposition system for
the 𝑛𝑡ℎ frequency. With the FFT perturbation data at a specific frequency, a projection onto the discrete and continuous
modes can be performed. The Case I disturbance flow field at a streamwise location 𝑠∗ = 1.25 𝑚 with a frequency of
200 𝑘ℎ𝑧 is projected to the discrete and continuous modes in Fig.17. At this streamwise location, a band of frequencies
from 160 to 200 𝑘ℎ𝑧 exhibits high amplification in the surface pressure indicating a second mode response on the
neutral curve [44]. Hence, the discrete modes F and S are also plotted for comparison.
From Fig.17, the FFT data aligns closely with both the discrete mode S and the projection result as expected. Moreover,
from both the streamwise velocity and the pressure perturbation, the modeshape of the discrete mode S matches better
in the region below 𝑦/𝐿 = 0.03 whereas the projection result, especially for pressure, aligns better with the FFT result
in the upper area. This region presents the most dominant part of the discrete mode S and other modal/non-modal
effects become present after. The coefficients of the two continuous modes for a range of 𝐾 values from 0 to 4 are also
plotted in Fig.18. For each continuous branch, the 𝐾 value is discretized with a Δ𝐾 of 0.05.
Both the slow acoustic and fast acoustic continuous branches have the largest coefficients in the 𝐾 value range from
0 to 1 which follows the overall trend of the influence of continuous branches presented by [19] [28]. Furthermore,
the oscillation in the streamwise velocity component near 𝑦/𝐿 = 0.3 to 0.4, however, is not an effect of the oscillating
continuous modes. This might be a contribution to non-modal/transient effects of the modal superposition as the discrete
mode S is near the slow acoustic branch at this streamwise location. For further investigations in non-modal effects,
input-output analysis mentioned above can also be used in parallel to verify the result. In addition, the computatedl result
of an input-output analysis for a hypersonic boundary layer by Nichols and Candler also captures similar non-modal
oscillations in mode amplitude which is contributed to energy exchange between modes [34]. The FFT data is also
projected onto the vorticity and entropy modes for verification. The coefficients of both modes have a magnitude of
10−7 which confirms with the previous studies that these modes do not penetrate into the boundary layer [21] [28].
Knowing the contribution of each mode, various stability analysis methods, such as receptivity coefficients calculation
and Mack’s amplitude method [22], can be applied in extension.

V. Conclusions
A new general very high-order (10 or higher to spectral-like) finite difference scheme on a non-uniform grid for

linear stability theory and bi-orthogonal decomposition is presented in this paper. This new method offers an uniform
method to compute both discrete and continuous mode eigenfunctions, which can easily be incorporated into Tumin’s
bi-orthogonal decomposition framework [21]. Using the boundary value problem approach, the method implementation
is straightforward and the need for the complicated Gram-Schimdt orthonormalization and recovery process in the
shooting method is avoided. Depending on if the eigenvalue of a specific mode is distinct or not, different boundary
conditions for the finite difference method are formulated to compute both discrete and continuous modes. The far
field extrapolation boundary condition is computationally efficient and able to compute eigenfunctions with distinct
eigenvalues, which correspond to the discrete modes and continuous acoustic modes. The asymptotic boundary condition
by the means of freestream fundamental solution is utilized to obtain the eigenfunctions with similar eigenvalues, which
correspond to the continuous vorticity and entropy modes. The global eigenvalue decomposition as well as the local
spatial eigenvalue search can be performed with minimal modification to the finite difference discrete operators. These
discrete operators can also be tuned to have sparse structure or spectral-like resolution as the length of the finite difference
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(a) Streamwise Velocity results. (b) Pressure results.

(c) Temperature results. (d) Density results.

Fig. 17 Real component of the streamwise velocity component, pressure, temperature, and density projection
results obtained with finite difference compared with the original FFT data.

stencil varies. Moreover, the finite difference method utilizes a non-uniform grid distribution with multi-domains to
bypass the grid transformation procedure needed for the collocation methods using direct discretization and resolve
features in critical layers.

The new numerical method has been applied successfully in two flow scenarios including a supersonic flow over
a flat plate and a hypersonic flow over a blunt nose cone. Both the discrete and continuous modes computed by the
new method have been verified by comparing with existing studies of supersonic flow over a flat plate and hypersonic
flow over a blunt nose cone. It has been found that the results for both discrete and continuous modes for the flat plate
case agreed well to previous results from the work of Tumin[21], Miselis[28], and Balakumar[18]. Subsequently, the
bi-orthogonal decomposition for the supersonic flow over a flat plate has also been performed on a designed disturbance
with known coefficients. The recovered amplitude coefficients for each mode using the bi-orthogonal decomposition
also matches closely with the assigned coefficients, which confirms the orthogonality between the resulting modes.

The new method was then applied to aid the receptivity study of a hypersonic flow over a blunt nose cone. The
bi-orthogonal eigenfunction system (BES) of discrete and continuous modes has been computed by the new method
for the hypersonic flow over a blunt nose cone using the steady DNS meanflow data provide by He and Zhong [16].
Both the computed discrete mode phase speed and growth rate aligned well with previous results in He’s work. The
eigenfunctions of the discrete modes also compared well with critical layers well resolved. Furthermore, the continuous
modes obtained with the new method also displayed behaviors agreeing with the physics. With these discrete and
continuous modes obtained for the hypersonic flow over a blunt cone, the bi-orthogonal decomposition of the unsteady
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(a) Slow acoustic mode coefficients. (b) Fast acoustic mode coefficients.

Fig. 18 The magnitude of projected coefficients of the slow acoustic and fast acoustic .

DNS flow field of a receptivity simulation has been performed.
The bi-orthogonal decomposition is particularly useful in the freestream receptivity study of hypersonic flow over a

blunt body for a better understanding of the dominant source of the disturbance. Various transition prediction tools such
as 𝑒𝑁 method and the amplitude method by Mack [22] relies on an accurate initial disturbance amplitude, or so called
receptivity coefficient, to predict the transition location. Yet, the initial perturbation at the branch I neutral stability
point, where the instability starts on the neutral curve, is composed of weak perturbations from different modes. Current
computational approach for obtaining the receptivity coefficient is an approximated approach that backtracks the initial
amplitude using the growth rate of the unstable mode and the disturbance amplitude obtained by DNS at a location
where the unstable mode is dominant [16]. However, using discrete and continuous modes computed by the new method,
the modal decomposition of the initial perturbation can be applied easily to obtain the modal receptivity coefficients.
Hence, a bi-orthogonal decomposition of the unsteady DNS flow field data from a freestream receptivity simulation by
He and Zhong [16] also has been performed with preliminary results shown. This is done by applying the orthogonality
relation to the Fourier transformed flow field data at a specific frequency and projecting the perturbation variables onto
the bi-orthogonal eigenfunctions to obtain the modal perturbation amplitudes. The result of the decomposition aligned
with the existing observation of the discrete mode S being dominant in the second mode instability region.

As the focus of this paper is on the numerical results, next step of this research will be the application of the new
method to study the flow physics of hypersonic flow receptivity over a blunt nose cone. Immediate application of the
new method will be the computation of the receptivity coefficients for each mode in the upstream location, which
is needed for transition predicting tools such as the 𝑒𝑁 method and the amplitude method by Mack [22]. Moreover,
since various freestream disturbances such as acoustic/entropy/vorticity and finite/planar disturbances causes different
perturbation behaviors, the corresponding flow fields can also be decomposed to investigate the modal contributions
[16]. Further considerations of the non-parallel effects in the blunt nose cone geometry can be added using the method
of multiple scales [46] and the parabolized stability equations [47]. Furthermore, the discrete operator formulated in
this paper can be applied as the linear operator for the input-output analysis if needed. In addition, with this tool of
general very high-order accuracy, extensions to different flow conditions such as the real gas flow can be performed to
build a more physical model and better reveal the characteristics in the study of hypersonic boundary layer transition.

A. The Matrix Elements
The matrix elements of H0 in Eq. (17) are presented here. Similar to Ref. [28], [21], we define 𝑟 = 2(𝜖 + 2)/3 and

𝑚 = 2(𝜖 − 1)/3 where 𝜖 is the ratio of bulk viscosity to dynamic viscosity and equals to 0 following Stoke’s hypothesis.
For entries not specified, the coefficients equal to zero. We first define,
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𝜒 =

[
𝑅𝑒

`
− 𝑖�̂�𝑟

𝑃

]−1

�̂� = 𝜔 − 𝛼𝑈.
(73)

For H0, we have

𝐻
1,2
0 = 1

𝐻
2,1
0 = 𝛼2 + 𝛽2 − 𝑖�̂�𝑃𝛾𝑀2 𝑅𝑒

`𝑇

𝐻
2,2
0 = − 1

`

𝜕`

𝜕𝑦

𝐻
2,3
0 = −𝑖𝛼(𝑚 + 1) 1

𝑇

𝜕𝑇

𝜕𝑦
− 𝑖𝛼 1

`

𝜕`

𝜕𝑦
+ Re 𝑃𝛾𝑀2 1

`𝑇

𝜕𝑈

𝜕𝑦
+ 𝑖𝛼(𝑚 + 1) 1

𝑃

𝜕𝑃

𝜕𝑦

𝐻
2,4
0 = 𝑖𝛼

𝑅𝑒

`
+ 𝛼�̂�(𝑚 + 1) 1

𝑃

𝐻
2,5
0 = −𝛼�̂�(𝑚 + 1) 1

𝑇
− 1
`

(
𝜕𝑇

𝜕𝑦

𝜕𝑈

𝜕𝑦

𝜕2`

𝜕𝑇2 + 𝜕`
𝜕𝑇

𝜕2𝑈

𝜕𝑦2

)
𝐻

2,6
0 = − 1

`

𝜕`

𝜕𝑇

𝜕𝑈

𝜕𝑦

𝐻
3,1
0 = −𝑖𝛼

𝐻
3,3
0 =

1
𝑇

𝜕𝑇

𝜕𝑦
− 1
𝑃

𝜕𝑃

𝜕𝑦

𝐻
3,4
0 =

𝑖�̂�

𝑃

𝐻
3,5
0 = − 𝑖�̂�

𝑇

𝐻
3,7
0 = −𝑖𝛽

𝐻
4,1
0 = −𝑖𝜒𝛼

(
𝑟

1
𝑇

𝜕𝑇

𝜕𝑦
+ 2
`

𝜕`

𝜕𝑦
− 𝑟 1

𝑃

𝜕𝑃

𝜕𝑦

)
𝐻

4,2
0 = −𝑖𝜒𝛼

𝐻
4,3
0 = 𝜒

(
−𝛼2 − 𝛽2 + 𝑖�̂�𝑃𝛾𝑀2 𝑅𝑒

`𝑇
+ 𝑟 1
𝑇

𝜕2𝑇

𝜕𝑦2 + 𝑟 1
`𝑇

𝜕`

𝜕𝑦

𝜕𝑇

𝜕𝑦
− 𝑟 1

`𝑃

𝜕`

𝜕𝑦

𝜕𝑃

𝜕𝑦
+ 2𝑟

1
𝑃2

[
𝜕𝑃

𝜕𝑦

]2
− 2𝑟

1
𝑃𝑇

𝜕𝑃

𝜕𝑦

𝜕𝑇

𝜕𝑦

−𝑟 1
𝑃

𝜕2𝑃

𝜕𝑦2

)
𝐻

4,4
0 = −𝑖𝜒𝑟 1

𝑃

(
𝛼
𝜕𝑈

𝜕𝑦
− �̂� 1

𝑇

𝜕𝑇

𝜕𝑦
− �̂� 1

`

𝜕`

𝜕𝑦
+ 2�̂�

1
𝑃𝑇

𝜕𝑃

𝜕𝑦

)
𝐻

4,5
0 = 𝑖𝜒

(
𝛼𝑟

1
𝑇

𝜕𝑈

𝜕𝑦
+ 𝛼 1

`

𝜕`

𝜕𝑇

𝜕𝑈

𝜕𝑦
− 𝑟�̂� 1

`𝑇

𝜕`

𝜕𝑦
+ 𝑟�̂� 1

𝑃𝑇

𝜕𝑃

𝜕𝑦

)
𝐻

4,6
0 = −𝑖𝜒𝑟�̂� 1

𝑇

𝐻
4,7
0 = −𝑖𝜒𝛽

(
𝑟

1
𝑇

𝜕𝑇

𝜕𝑦
+ 2

1
`

𝜕`

𝜕𝑦
− 𝑟 1

𝑃

𝜕𝑃

𝜕𝑦

)
𝐻

4,8
0 = −𝑖𝜒𝛽

𝐻
5,6
0 = 1

𝐻
6,2
0 = −2(𝛾 − 1)𝑀2 Pr

𝜕𝑈

𝜕𝑦
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𝐻
6,3
0 = −2𝑖𝛼(𝛾 − 1)𝑀2 Pr

𝜕𝑈

𝜕𝑦
+ P𝛾 𝑀2 Pr

Re
`𝑇

𝜕𝑇

𝜕𝑦
− (𝛾 − 1)𝑀2 Pr

Re
`

𝜕𝑃

𝜕𝑦

𝐻
6,4
0 = 𝑖�̂�(𝛾 − 1)𝑀2 Pr
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`

𝐻
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0 = 𝛼2 + 𝛽2 − 𝑖�̂� Pr𝑀2 Pr
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`𝑇
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1
`

𝜕`

𝜕𝑇
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𝜕𝑈

𝜕𝑦

)2
− 1
`

𝜕2`

𝜕𝑦2

𝐻
6,6
0 = − 2

`

𝜕`

𝜕𝑦

𝐻
7,8
0 = 1

𝐻
8,3
0 = −𝑖𝛽(𝑚 + 1) 1

𝑇

𝜕𝑇

𝜕𝑦
− 𝑖𝛽 1

`
𝜕`𝜕𝑦 + 𝑖𝛽(𝑚 + 1) 1

𝑃

𝜕𝑃

𝜕𝑦

𝐻
8,4
0 = 𝛽�̂�(𝑚 + 1) 1

𝑃
+ 𝑖𝛽 𝑅𝑒

`

𝐻
8,5
0 = −𝛽�̂�(𝑚 + 1) 1

𝑇

𝐻
8,7
0 = 𝛼2 + 𝛽2 − 𝑖�̂�𝑃𝛾𝑀2 𝑅𝑒

`𝑇

𝐻
8,8
0 = − 1

`

𝜕`

𝜕𝑦

B. Asymptotic Result
Before presenting the asymptotic results, the following terms have to be defined,

𝑏11 = 𝐻21
0

𝑏22 = 𝐻42
0 𝐻

24
0 + 𝐻43

0 𝐻
34
0 + 𝐻46

0 𝐻
64
0 + 𝐻48

0 𝐻
84
0

𝑏23 = 𝐻42
0 𝐻

25
0 + 𝐻43

0 𝐻
35
0 + 𝐻46

0 𝐻
65
0 + 𝐻48

0 𝐻
85
0

𝑏32 = 𝐻64
0 , 𝑏33 = 𝐻65

0 .

(74)

The eigenvalues are

_2
1,2 = _2

7,8 = 𝑏11 = 𝛼2 + 𝛽2 + i Re(𝛼 − 𝜔)

_2
3,4 = (𝑏22 + 𝑏33) /2 + 1

2

√︃
(𝑏22 − 𝑏33)2 + 4𝑏23𝑏32

_2
5,6 = (𝑏22 + 𝑏33) /2 − 1

2

√︃
(𝑏22 − 𝑏33)2 + 4𝑏23𝑏32

(75)

with the corresponding eigenvectors

𝑢0
1,2 =

(
1, _1,2, 𝐻

31
0 /_1,2, 0, 0, 0, 0, 0

)𝑇
𝑢0

7,8 =

(
0, 0, 𝐻37

0 /_7,8, 0, 0, 0, 1, _7,8

)𝑇 (76)

for the first and last pairs, and

𝑢0
1 𝑗 = 1, 𝑢0

2 𝑗 = _ 𝑗 , 𝑢0
4 𝑗 =

(
_2
𝑗 − 𝐻21

0

)
𝑏23/𝑏12

𝑢0
5 𝑗 = −

(
𝑏22 − _2

𝑗

) (
_2
𝑗 − 𝐻21

0

)
/𝑏12, 𝑢0

6 𝑗 = _ 𝑗𝑢
0
5 𝑗

𝑢0
7 𝑗 =

(
𝐻84

0 𝑢
0
4 𝑗 + 𝐻

85
0 𝑢

0
5 𝑗

)
/
(
_2
𝑗 − 𝐻87

0

)
, 𝑢0

8 𝑗 = _ 𝑗𝑢
0
7 𝑗 ,

𝑢0
3 𝑗 =

(
𝐻31

0 𝑢
0
1 𝑗 + 𝐻

34
0 𝑢

0
4 𝑗 + 𝐻

35
0 𝑢

0
5 𝑗 + 𝐻

37
0 𝑢

0
7 𝑗

)
/_ 𝑗

(77)
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for 𝑗 = 3, 4, 5, 6, where 𝑏12 = 𝐻24
0 𝑏23 − 𝐻25

0

(
𝑏22 − _2

𝑗

)
.
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