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It is commonly known that transition location has a significant effect on drag and heat-
ing in hypersonic boundary layers, but the effect is not typically systematically quantified.
This study provides an estimate of skin drag force and aerodynamic surface heating rate
in laminar and turbulent hypersonic conical flow. The skin friction coefficient (cf) and
Stanton number (St) for seven hypersonic flow cases (Mach 4.96 to Mach 10) over axisym-
metric cones were computed using Direct Numerical Simulation (DNS) assuming both
perfect and thermochemical nonequilibrium gas models. Laminar and turbulent correla-
tions for cf and St using flow properties obtained from the DNS and an axisymmetric
shock (Taylor-Maccoll) analysis were compared to DNS, in which reasonable agreement
was found. Laminar flow has up to 70% lower drag and heating than the fully turbulent
case. Alternatively, turbulent flow has up to 230% higher drag and 240% higher heating
compared to laminar flow. The wall temperature has only a small impact on skin drag,
however it can have a more significant effect on surface heating. Overall, results show
similar significant relative reductions in skin drag and heating, with higher enthalpy flows
exhibiting the largest absolute reductions.

Nomenclature

cp = Specific heat at constant pressure [J/kg-K] cf = Skin friction coefficient [-]

Fskin = Skin drag force [N] h = Enthalpy [MJ/kg]

κ = Thermal conductivity [W/m-K] M = Mach number [-]

p = Pressure [kPa] Pr = Prandtl number [-]

q̇ = Heat transfer rate [kW/m2] Q̇ = Surface heating rate [kW]

r = Recovery factor [-] rn = Nose radius [m]

Rf = Reynolds analogy factor [-] Rex = Compressible Reynolds number [-]

s = Streamwise distance [m] str = Transition location [m]

St = Stanton number [-] T = Translation-rotation temperature [K]

TV = Vibration temperature [K] u = Wall-tangent velocity [m/s]

µ = Dynamic viscosity [kg/m-s] ρ = Density [kg/m3]

τw = Wall shear stress [Pa]

Subscripts

aw = Adiabatic wall e = Boundary layer edge

w = Wall 0 = Stagnation

∞ = Free stream
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I. Introduction

To study hypersonic flow is to study the hypersonic heating problem—that in such high-speed flows
drag work ultimately shows up as heat conducted to the vehicle or convected to its wake.1 The reason
for this is the role skin friction drag plays in aerodynamic heating. Skin friction is so consequential that
the study of hypersonic boundary layer transition has been an area of active research since the 1960’s.2

Hypersonic boundary layer transition research is typically highly detailed work, concerned with boundary
layer stability, receptivity, and transition studies.3,4 The labor and knowledge needed to obtain these results
is time consuming and quite frankly difficult to access beyond academia. Currently, there is a gap between
research and practical application, motivating the need to easily and accurately quantify the drag and heating
on a hypersonic vehicle with simple geometry.5 Empirical correlations derived by van Driest6 and corrected
for compressibility by Goyne7 are easily computed but they are highly dependent on boundary layer edge
conditions, which may be difficult to obtain accurately. By contrast Direct Numerical Simulation (DNS) can
provide an accurate computation of skin drag and surface heating but requires high performance computing
(HPC) resources and time investment. This work aims to create an accurate but easily computable method
for determining skin drag and surface heating on simple geometries using the compressible correlations
transformed for conical flow and utilizing laminar DNS results (which lack turbulence modeling) and the
Taylor-Maccoll solutions of a compressible conical flow.

The modified correlations provide a simple tool for estimating the effect of skin friction on surface
heating beyond its first-order relationship by providing an easy to use but improved means to analyze
laminar and turbulent skin friction. To discuss this improvement further we must first introduce the first
order relationship of skin friction on surface heating. A simple construct of the hypersonic heating problem
considers the atmospheric deceleration of a hypersonic object. The drag work done on the object acts to
increase the temperature of the object and the temperature of the air in its wake. A tractable equation
is obtained by applying Newton’s second law to the decelerating object and applying a heat-transfer rate
based on the objects velocity and enthalpy potential between the hot gas and cool body. After making
the appropriate substitutions, simplifications and approximations, which are omitted for brevity but can be
found in,1 the following equation is obtained

Qf =
1

2

Cf
CD

1

2

W

g
V 2
i (1)

where Qf is the heat transfered to the object, Cf is skin friction coefficient, CD is the total drag, W is the
object’s weight, g is gravitational acceleration and Vi is the object’s initial velocity. It is apparent that Qf
is reduced when

Cf

CD
is minimized. This is evident in the design of the space shuttle which seeks to maximize

CD. It is also apparent to see that Qf is reduced when W is minimized, however this is an aim better
suited to a structural engineer and material scientist than a fluid mechanist. A keen eye will note that Qf
is also reduced when Cf is minimized. The simplest approach to minimizing Cf is to promote laminar flow
over turbulent flow. The modified correlations described in this paper provide an easy means to produce
quantifiable estimations of fully laminar or fully turbulent skin friction coefficients from CFD simulations
or analytical conical flow solutions. This simple tool can also be used to estimate the benefit of delaying
transition.

Research on practical ways to delay transition is an area of some inquiry within the hypersonic boundary
layer stability community. Considerable progress has been made with novel ideas such as surface blow-
ing,8 porous coatings,9 and transition-delay surface roughness.10–12 In fact the first time these modified
correlations were used in a boundary layer stability context was in trying to quantify the benefit of em-
ploying transition-delay roughness.13 This paper proposes that these modified correlations can be used to
as a design tool to quantify the benefit of delaying transition. This can help to decide whether employing
novel transition-delaying strategies is a worthwhile investment. Our results show that even a small delay in
transition can result in an appreciable reduction in skin friction and thus in surface heating.

This paper also considers some of the limitations of the correlations as they are empirically derived.
When applied to high enthalpy thermochemical nonequilibirum simulations the correlation results, as will be
seen later, are less than exceptional. This limits the utility of the correlations to perfect gas CFD simulations
and analytical solutions, but also advocates for the derivation of empirical correlations incorporating high
enthalpy real gas effects. Furthermore, the results also advocate that high-enthalpy flow is by itself worth
investigating.
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Another utility of these correlations explored in this work is a light-weight means to check for agreement
between correlations and simulation. A simulation can subsequently by verified (a sanity check) within
the confines of the empirical limits of the correlation and the simulation results to which the correlations
pertain. This can be a convenient option for verification when a full scale experimental validation is infeasible
or unavailable.

Lastly we suggest these modified correlations can be extended to more complex geometries. These
correlations were originally obtained from low-speed (incompressible) experiments on a flat plate.6 They were
first modified by Goyne, who applied a compressibility correction so they could be applied to a high-speed
flow up to 9 MJ/kg stagnation enthalpy over a flat plate.7 These correlations were further transformed in
this work so they could be applied to conical flow fields. This shows how an otherwise unassuming correlation
can be extended beyond its original intentions.

II. Methods

A. Overview of Strategy

This work aims to quantify the impact of transition location on skin drag and aerodynamic surface heating
for hypersonic flow conditions using high-order accuracy numerical tools and empirical correlations. The
general strategy is to compute the skin friction coefficient from CFD simulations via

cf =
τw

1
2ρeu

2
e

(2)

where τw = µdudy

∣∣∣
y=0

and µ is the dynamic viscosity of the fluid at the wall, dudy is the wall-normal velocity gra-

dient at the wall ρe and ue are the density and wall-tangent velocity at the boundary layer edge, respectively.
Additionally, the Stanton number, the ratio of heat transfered into a fluid to its thermal capacity,

St =
q̇

ρeue (haw − hw)
(3)

is computed, where q̇ = κdTdy

∣∣∣
y=0

with κ being the fluid thermal conductivity at the wall and dT
dy being

the wall-normal temperature gradient at the wall, and haw and hw are the adiabatic wall enthalpy and the
isothermal wall enthalpy, respectively. The skin friction coefficient and Stanton number from the simulation
are then compared to empirical correlations based on perfect gas flow for the same parameters. The empirical
correlations rely on flow variables at the boundary layer edge, which can either be taken directly from the
DNS or from the Taylor-Maccoll analysis for axisymmetric shocks in perfect gas flow. A schematic of this
procedure is summarized in Fig. 1. The accuracy of the correlations is assessed by comparing to both the
perfect gas and nonequilibrium simulations. Once good agreement between the simulations and correlations
is obtained, the correlation for skin friction coefficient and Stanton number are integrated over the surface
of the cone to obtain the overall drag force and surface heating rate. The transition location is defined as
the point at which the integral is computed with the turbulent correlation instead of the laminar correlation.
This strategy allows for a direct analysis of the impact of transition location on skin drag and aerodynamic
surface heating, and allows for qualitative assessment of the correlations to model flow with real gas effects.

B. Steady Flow Field Solution Overview

The high-order shock-fitting DNS code developed by Haley and Zhong12 assumes a perfect gas model and is
used to compute the steady mean flow for Cases A, B and C. The code utilizes a 5th order upwind scheme
in space and a 1st order Runge-Kutta scheme in time. Details of the perfect gas code can be found in Haley
and Zhong.12

A thermochemical nonequilibrium DNS code developed and verified by Mortensen and Zhong14–19 and
recently used by Knisely and Zhong20,21 is used to compute the steady base flow in Cases 1 through 4. The
code also utilizes a high-order shock-fitting method extended from a perfect gas flow version by Zhong22

to compute the flow field between the shock and the body. The rotational mode is assumed to be fully
excited with a five-species non-ionizing model used to simulate air (N2, O2, NO, N, and O) with finite-
rate chemistry. Two-temperatures are used to represent translation-rotation energy and vibration energy.
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Figure 1. Schematic of methods for computing cf and St for comparison and analysis.

Although the governing equations are more complex than the perfect gas version, similar numerical methods
are used to solve for the flow field. Namely, the same shock fitting technique and 5th order upwind scheme
are largely the same. Lastly, the solution is also advanced in time using a 1st order Runge-Kutta scheme.
The full details of the numerical method and approach can be found in Mortensen’s dissertation19 and in
recent works by Knisely and Zhong.20,21

The skin friction coefficient from the steady flow field simulation is calculated via Eq. 2 and the Stanton
number is computed via Eq. 3. The boundary layer edge conditions are defined as the wall-normal location
at which u(y) = 0.99uedge, where uedge is the wall-tangent velocity immediately downstream of the shock.
All parameters can be directly obtained from the flow field solution with the exception of haw. The adiabatic
wall enthalpy is computed via

haw = he + r (h0 − he) (4)

where he is the flow enthalpy at the boundary layer edge, h0 is the edge stagnation enthalpy, and r is the
recovery factor given by

r =

Pr1/2 for laminar flow,

P r1/3 for turbulent flow
(5)

where Pr is the Prandtl number
Pr =

cpµe
k

(6)

which is assumed to have a constant value of Pr = 0.72.

C. Taylor-Maccoll Axisymmetric Shock Solution

The boundary layer edge conditions may also be obtained by performing the Taylor-Maccoll23 analysis for
axsymmetric inviscid compressible conical flow. Transforming the governing equations to polar coordinates
and assuming the flow variables do not vary in the azimuthal and radial directions results in a second order
ordinary differential equation for Vr(θ) between the shock and the body:

γ − 1

2

[
1− V 2

r −
(
dVr
dθ

)2
] [

2Vr + cot θ
dVr
dθ

+
d2Vr
dθ2

]
− dVr

dθ

[
Vr
dVr
dθ

+
dVr
dθ

d2Vr
dθ2

]
= 0 (7)

where γ = cp/cv = 1.4, Vr is the radial component of velocity, Vθ = dVr/dθ is the angular component
of velocity, and θ is the polar angle. The velocity is normalized by the maximum theoretical velocity,
Vmax =

√
2cpT0. Additionally, it can be shown that the nondimensional velocity and Mach number are
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related by

V 2 = V 2
r + V 2

θ =
1

1 + 2
(γ−1)M2

. (8)

To solve for the conditions at the boundary layer edge an initial guess for the axisymmetric shock angle
is required, for which the 2D oblique shock relations are used. Flow conditions immediately downstream of
the shock are also computed. With the initial shock angle and downstream flow conditions assumed, Eq.
7 is integrated using an adaptive time-step variable-order Runge-Kutta method for stiff ODEs (ode15s in
MATLAB24) from the shock angle β towards the surface of the cone. When Vθ = dVr/dθ = 0 within a
tolerance of ±1E − 05 the integration is stopped, indicating the surface of the cone assuming a no-flow-
through condition. If the angle θ at the end of integration matches the prescribed cone half-angle within a
tolerance of ±1E − 10, the solution is found. If not, the guess for β is updated using the bisection method
and the integration is repeated until θ at the end of integration matches the prescribed cone half-angle within
the tolerance. The Mach number at the end of integration is then computed using Eq. 8. This Mach number
represents the boundary layer edge Mach number. Isentropic relations between Mach numbers immediately
downstream of the shock and at the boundary layer edge are used to compute pressure, temperature, density,
etc. at the boundary layer edge. The Taylor-Maccoll analysis outlined here has been successfully verified
against Bartlett,25 shown in Fig. 2. It should be noted that the symbols in Fig. 2 have been digitized by
hand, which may have introduced some error. Additionally, the Taylor-Maccoll analysis agrees with Chart
7 of NACA Report 1135.26 For a free stream Mach number of 5, the computed boundary layer edge Mach
number is 4.7148, while the chart indicates a boundary layer edge Mach number of 4.71. For a free stream
Mach number of 10, the code and chart are also in agreement. The code predicts a boundary layer edge
Mach number of 8.7725, whereas the chart predicts 8.77.

Figure 2. Comparison of shock angle as a function of axisymmetric cone angle. Lines: Taylor-Maccoll solution.
Symbols: Bartlett’s25 Fig. 2.
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D. Skin Friction Coefficient and Stanton Number Correlations for a Flat Plate

The compressible skin friction coefficient and Stanton number correlations were obtained from the incom-
pressible flat plate correlations by Van Driest6 and Eckert27 using methodology set forth by Goyne et al.7

The flat plate correlations were extended to a sharp cone via the method outlined by Crabtree et al.28 The
edge conditions are either the local boundary layer edge conditions extracted from DNS or the boundary
layer edge conditions computed by the Taylor-Maccoll analysis.

First, the steps to compute the skin friction coefficient, cf , are presented. The underlying correlations
for incompressible flow are

cf,i =

0.664Re−0.5x,i for laminar flow,

0.0592Re−0.2x,i for turbulent flow
(9)

where the subscript i indicates incompressible flow and Rex,i is the incompressible Reynolds number. To
transform the incompressible skin friction coefficient, cf,i to the compressible skin friction coefficient, cf , the
procedure of Goyne et al.7 is followed. The compressibility transformation can be written in terms of the
functions Fc and FRex :

cf,i = Fccf (10)

Rex,i = FRexRex (11)

where
Rex =

ρeuex

µe
(12)

is the compressible Reynolds number. To compute the functions Fc and FRex , Eckert’s27 reference temper-
ature, T ∗, is used.

Fc =
T ∗

Te
(13)

FRex =
µeTe
µ∗T ∗

(14)

where
T ∗ = 0.5Tw + 0.22Taw + 0.28Te (15)

with Taw computed from Eq. 4. The dynamic viscosity µ∗ can be computed via Sutherland’s law:

µ(T ) = µr

(
T

T0

)3/2
T0 + Ts
T + Ts

(16)

where for air µr = 1.7894× 10−5 Ns/m2, T0 = 288 K, and Ts = 110.33 K.
To compute the skin friction coefficient correlation, the compressible Reynolds number, Rex, is first

computed using given boundary layer edge conditions via Eq. 12. The compressible Reynolds number, Rex,
is transformed to the incompressible Reynolds number, Rex,i via Eq. 11 for both laminar and turbulent
correlations. This involves computing the compressibility transformation function FRex for both laminar and
turbulent conditions. Then, the incompressible skin friction coefficient, cf,i, is computed for both laminar
and turbulent flow using Eq. 9. Lastly, the incompressible skin friction coefficient, cf,i, is transformed to
the compressible skin friction coefficient, cf , via Eq. 10 for both laminar and turbulent flow.

Computing the Stanton number correlation from the skin friction coefficient is quite straightforward.
The Stanton number, St, and skin friction coefficient, cf , are related via the Reynolds analogy factor, Rf ,
through

2St

cf
= Rf (17)

where the Reynolds analogy factor is given by

Rf =

Pr−2/3 for laminar flow,

1.22 for turbulent flow
(18)

6 of 27

American Institute of Aeronautics and Astronautics



E. Transformation of Correlations to Conical Geometry

Thus far, the correlations for cf and St are only valid for a flat plate geometry. To transform these correlations
to a conical geometry, the relatively simple procedure outlined by Crabtree et al.28 is followed. Applying the
Mangler transform to the boundary layer equations for a sharp cone shows that the local Stanton number
is
√

3 times larger than that for a flat plate in laminar flow, at the same local Mach number. Alternatively,
the local Stanton number for laminar flow on a cone may be obtained directly as being equal to the local
Stanton number on a flat plate at Reynolds numbers of 1/3 times the cone Reynolds number, other local
conditions being identical. These results also apply to skin friction coefficients.

For turbulent flow, for a cone in axial flow the local Stanton number is 1.15 times as great as for a flat
plate under the same local conditions.28 Alternatively, the local Stanton number for turbulent flow on a cone
may be obtained directly as being equal to the local Stanton number on a flat plate at Reynolds number of
0.5 times the cone Reynolds number, other local conditions being identical. These factors also apply to the
calculation of skin friction coefficients.

F. Calculation of Total Skin Drag and Heat Transfer Rate

Once good agreement between the simulation skin friction coefficient, cf , and Stanton number, St, to the
correlations is verified, the total skin drag and total surface heating rate can be computed depending on a
specified transition location, str. The overall idea is that because the simulation agrees well with the laminar
correlation, the turbulent correlation can be used accurately as well. Therefore, if a pre-set transition location
is considered, the laminar correlation is used upstream of this location, and the turbulent correlation is used
downstream of this location.

The total skin drag force, Fskin, on the cone can be computed from the local skin friction coefficient
correlation, cf , via

Fskin =

∫
surf

cf
1

2
ρeu

2
edA. (19)

Similarly, the total heat transfer rate, Q̇, can be determined from the local heat transfer rate, q̇, using the
Stanton number:

q̇ = Stρeue (haw − hw) (20)

Q̇ =

∫
surf

q̇dA. (21)

Thus, the total skin drag force, Fskin, and total heat transfer rate, Q̇, to the cone can be determined based
on the laminar and turbulent correlations for cf and St and the transition location, str. The computation

of Fskin and Q̇ as a function of str can be summarized as:

Fskin =

∫
surf

cf,laminar 12ρeu2edA if s < str,

cf,turbulent
1
2ρeu

2
edA if s ≥ str

(22)

Q̇ =

∫
surf

Stlaminarρeue (haw − hw) dA if s < str,

Stturbulentρeue (haw − hw) dA if s ≥ str
(23)

III. Flow Conditions

The steady flow field is obtained from DNS with two separate geometries. Case A, B, and C assume a
perfect gas model and are a 0.5 meter long cone with a 7 degree half-angle. Cases A and C have a nose radii
of 0.5 mm and Case B’s nose radius is 0.05 mm. Cases 1 through 4 assume thermochemical nonequilibrium
and are a 1 mm nose-radius, 1 meter long cone with a 5 degree half-angle. The free stream mass fractions are
cN2

= 0.78 and cO2
= 0.22. In all cases the wall is assumed to be isothermal, and all free stream conditions

reported are upstream of the bow shock. The flow conditions for the three cases are summarized in Table 1.
Cases A and C share the same nose radius but have different free stream Mach numbers while Cases B and
C share a similar freestream Mach number but different nose radii. Case 1 and Case 2 have the same free
stream conditions, but the wall temperature is varied. Cases 3 and 4 are higher enthalpy cases than Cases 1
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and 2. Case 4 is a cold-wall flow, whereas Case 3 is a hot-wall flow. Cases A, B and C have significantly lower
free stream enthalpy; therefore the internal energy modes are not excited and the perfect gas assumption is
valid. Additionally, Cases A, B and C have sharper nose radii and larger half-angle than Cases 1 through 4.

Table 1. Flow conditions for DNS simulations.

Case: A B C 1 2 3 4 Units

M∞ 4.96 7.84 8 5 5 10 10 –

H0,∞ 0.486 0.714 0.644 9.17 9.17 14.78 14.78 MJ/kg

ρ∞ 5.58E-2 2.2446E-2 2.4803E-2 2.322E-2 2.322E-2 1.91E-2 1.91E-2 kg/m3

p∞ 1.3 0.344 0.331 10 10 4 4 kPa

Gas Model Perfect Perfect Perfect Noneq. Noneq. Noneq. Noneq. –

rn 0.5 0.05 0.5 1 1 1 1 mm

Tw 297 297 297 300 1000 1000 300 K

A schematic of the flow field is shown in Fig. 3. The flow travels from left to right, with the outer edge
of the computational boundary representing the bow shock. The surface of the cone is the lower boundary
of the computational zone and is treated with an isothermal wall condition.

𝑈"

y

x

Figure 3. Schematic of axisymmetric flow field simulation.

IV. Numerical Accuracy

The steady flow field simulations in this paper were computed using a 5th order finite difference stencil.
For each case the grid was doubled in the streamwise and wall-normal directions until the solution was
determined to be grid independent. Moreover, each simulation was computed until the error in the pressure
field over 100k steps was less than 10−9 (i.e O(εP ) < 10−9).

A. Perfect Gas DNS

Figure 4 features the steady flow field wall-normal grid point comparison for Case C. The comparison location
is near the cone tip where the velocity, density, pressure and temperature profiles have gradients across the
entire shock layer and are not limited to the boundary layer. For all of the perfect gas cases the grid was
doubled in the streamwise and wall-normal direction, however the streamwise grid density is known to be
less critical and the figures are omitted. The profiles in Fig. 4 were doubled from 60 points to 120 points in
the wall-normal direction to determine if the solution was grid-independent. As seen in Fig. 4a, the velocity
and density profiles show no visible difference before and after grid doubling, the same is true of the pressure
and temperature profiles seen in Fig. 4b. This indicates that 60 points is sufficient to accurately resolve the
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solution, and that 120 is more than enough. Similarly, the perfect gas Cases A and B were also evaluated
for grid convergence in this manner, and all three perfect gas cases were computed until their pressure field
error was less than 10−9.

u (m/s)
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y
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m
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Figure 4. Wall-normal grid point comparison of Case C mean flow boundary layer profiles at s = 0.72 mm. (a)
u, and ρ/ρ∞. (b) P/P∞, and T/T∞.

B. Thermochemical Nonequilibrium DNS

The steady flow field grid points in the wall-normal direction for thermochemical nonequilibrium Case 1
were doubled to 512 points from 256 to determine the number of grid points required for a grid-independent
solution. Because Case 1 uses the same numerical methods and similar free stream conditions, a grid-
independent resolution for Case 1 implies a grid-independent resolution for the remaining nonequilibrium
cases. The wall-normal grid density is known to be much more critical than the wall-tangent grid density.
In the wall-tangent direction, 5 grid points per millimeter are used and have been demonstrated to provide
sufficient resolution.20,21,29 Mean flow boundary layer profiles at s = 0.4 m (Fig. 5) indicate very little
difference in the mean flow profiles when the grid is doubled. Furthermore, doubling the grid for the
steady flow field solution significantly increased the computational expense to obtain a converged solution.
Therefore, 256 grid points in the wall-normal direction was sufficient to provide an accurate solution.

V. Results: Perfect Gas

A. Case A: M∞ = 4.96, Perfect Gas

Case A’s steady flow field comes from the simulation of a blunt hypersonic cone at freestream conditions
obtainable in Sandia National Laboratory’s (SNL) hypersonic wind tunnel (HWT).30 The high-order sim-
ulation of the flow field permits τw and q̇ to be computed directly from the simulation, resulting in values
for cf and St along the length of the cone. Moreover, the boundary layer edge conditions along the cone
were used to compute the laminar and turbulent correlations for cf and St. Additionally, the freestream
conditions were used to compute the Taylor-Maccoll solution for a flow over a supersonic cone. The surface
values of the solution were in turn used to compute the laminar and turbulent correlations for cf and St.
Thus the utility of the correlations can be evaluated between a high-order but computationally expensive
simulation, and a simplified but computationally cheap analytical solution.

As seen in Fig. 6, the laminar correlations based on the high-order simulation data are in very good
agreement with the cf and St calculated directly from the simulation; especially downstream of the nose. This
suggests that the correlation accurately accounts for the behaviors of the velocity gradient and temperature

9 of 27

American Institute of Aeronautics and Astronautics



(a) (b)

Figure 5. Wall-normal grid point comparison of Case 1 mean flow boundary layer profiles at s = 0.4 m. (a) u,
T , and TV . (b) Species density ρs of N2 and O2 species.

gradient used in the direct calculation of cf and St (see Eqs. 2 and 3). This result is not unexpected, as the
simulation is 5th order accurate—and thus accounts for the behavior of the entire flow field—and there is
no reason to doubt the validity of the correlation.

The same, however, cannot be said for the correlations based on the Taylor-Maccoll solution, which
underpredicts cf and St for both the laminar and turbulent calculations. This underprediction is due to
the fact that the Taylor-Maccoll solution does not account for the boundary layer region and therefore the

gradients du
dy

∣∣∣
y=0

and dT
dy

∣∣∣
y=0

are not accurately represented in the solution.

The dependency of cf and St on du
dy

∣∣∣
y=0

and dT
dy

∣∣∣
y=0

is reinforced when both pairs of correlations are

considered in the vicinity of the nose, where they differ significantly from the high-order simulation. This

suggest that the validity of the correlations may become erroneous when du
dy

∣∣∣
y=0

and dT
dy

∣∣∣
y=0

are high. The

disagreement between the correlations and simulation could also be because the correlations do not account
for nose bluntness.

Since the high-order simulation is for a laminar mean flow, this study does not have a fully turbulent
simulation to compare with the turbulent correlations. But since the simulation’s laminar correlations are
in good agreement with the simulation’s direct calculation of cf and St, the turbulent correlations are
presumed to be a reasonable representation of cf and St in a fully turbulent flow under the same freestream
conditions. Again, the Taylor-Maccoll turbulent correlations underpredict the turbulent correlation based
on the simulation.

Integrating the laminar and turbulent correlations over the body of the cone yield an approximation
for the total skin drag, Fskin, and aerodynamic heat transfer rate, Q̇. Figure 7 shows the skin drag and
heat transfer rate for both the high-order simulation and Taylor-Maccoll results. Despite the Taylor-Maccoll
correlations underpredicting cf and St downstream, an overprediction in the vicinity of the nose is enough

to produce a larger Fskin and Q̇ for both laminar and turbulent correlations than the high-order simulation.
Regardless, the laminar and turbulent results are in close agreement between the high-order simulation
and Taylor-Maccoll. Physically, what can be seen from Fig. 7 is that the drag and heat transfer rate are
significantly higher in the turbulent regime. In fact, at the end of the 0.5 meter long cone, the turbulent
skin drag is over 2.8 times the laminar skin drag and the turbulent heating rate is over 3.4 times the laminar
heating rate.
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Figure 6. Case A (M∞ = 4.96, Perfect Gas) simulation vs. laminar and turbulent correlations. (a) Skin friction
coefficient, cf . (b) Stanton number, St.
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Figure 7. Case A (M∞ = 4.96, Perfect Gas) drag and heat transfer rate from laminar and turbulent correlations.
(a) Total skin drag, Fskin. (b) Aerodynamic heat transfer rate, Q̇.
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B. Case B: M∞ = 7.84, Perfect Gas

Case B’s freestream parameters also come from conditions obtainable in SNL’s HWT. One aspect of Case
B that differs significantly from Case A and C is its sharper nose radius, rn = 0.05 mm, which is ten times
smaller than either perfect gas case, and is the sharpest nose radius of any of the cases considered in this
paper. The effect of the sharpness is the near exactness of cf and St between the simulation and its laminar
correlation, especially in the vicinity of the nose as seen if Fig. 8. The reason for this agreement is thought
to be the minimization of bluntness effects on the thermal and velocity boundary layers. This leads to the
conclusion that the sharper the cone is the more accurate the correlations are. Again, there is no data to
compare the turbulent correlations with, but still there is no reason to doubt its validity.
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Figure 8. Case B (M∞ = 7.84, Perfect Gas) simulation vs. laminar and turbulent correlations. (a) Skin friction
coefficient, cf . (b) Stanton number, St.

With respect to the Taylor-Maccoll solution, as seen in Fig. 8, it appears that the correlations still under-
estimate cf and St, only now the underestimations appear to increase with increasing Mach number. This
does not bode well for the computationally less-intensive Taylor-Maccoll approach. This in an inconvenient
trend if one is using the Taylor-Maccoll solution to characterize laminar and turbulent hypersonic boundary
layers.

On the other hand, when the correlations for both solution sets are integrated over the cone, their results
for Fskin and Q̇ are in close agreement with one another as seen in Fig. 9. For this higher Mach number
case, at the end of the cone the turbulent skin drag is nearly twice that of the laminar skin drag, and the
turbulent heat transfer rate is nearly 2.3 times the laminar heat transfer rate. Compared with Case A, the
relative increase from laminar to turbulent at the end of the cone is not nearly as high. Comparing the
absolute values, however, is a different story. The laminar Fskin in Fig. 7 and 9 are nearly the same for the
two cases, however, the turbulent Fskin is significantly higher for the Mach 4.96 case. Moreover, the laminar
and turbulent values for Q̇ are higher for Case B than Case A.

C. Case C: M∞ = 8, Perfect Gas

The last of the perfect gas cases considered in the paper is Case C. As with the previous two cases, the
freestream parameters come from conditions obtainable in SNL’s HWT. Case C is included in this study
because it has the same nose radius as Case A and nearly the same Mach number as Case B. Thus, the effect
of nose bluntness and Mach number on the correlations can be qualitatively characterized independently.

Figure 10 shows that the agreement between the high-order simulations and its laminar and turbulent
correlations is still in great agreement with some discrepancy in the nose region due to bluntness. Moreover,
the Taylor-Maccoll solution correlations still underpredict the high-order simulation solution as a result of
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Figure 9. Case B (M∞ = 7.84, Perfect Gas) drag and heat transfer rate from laminar and turbulent correlations.
(a) Total skin drag, Fskin. (b) Aerodynamic heat transfer rate, Q̇.
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Figure 10. Case C (M∞ = 8, Perfect Gas) simulation vs. laminar and turbulent correlations. (a) Skin friction
coefficient, cf . (b) Stanton number, St.
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the higher Mach number. Unsurprisingly, there is little change in the Fskin and Q̇ results seen in Fig. 11
over those seen in Fig. 9 for Case B because their free stream Mach numbers are nearly equal.
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Figure 11. Case C (M∞ = 8, Perfect Gas) drag and heat transfer rate from laminar and turbulent correlations.
(a) Total skin drag, Fskin. (b) Aerodynamic heat transfer rate, Q̇.

D. Impact of Transition Location on Drag and Heating

Because the drag and heating results in Figs. 7, 9 and 11 assume fully laminar or fully turbulent flow over
the entire length of the body, neither result is particularly realistic or useful. In general, the boundary
layer will transition from laminar to turbulent at a location that is a function of the freestream parameters,
geometry, surface conditions, etc. Because there is no theory to predict the transition location and it is
typically obtained from experiment, the transition location, str is parametrically varied over the length of
the cone to determine the impact on skin drag and surface heating. For this analysis the laminar and
turbulent correlations utilizing the high-order simulation data are used (the Taylor-Maccoll correlations are
not featured). Fig. 12 shows the total skin drag force at the end of the 0.5 meter cone as a function of the
transition location, str. Fig. 12a presents the data in dimensional units (Newtons of force), Fig. 12b presents
the data as percent reduction in drag force compared to the fully turbulent flow, and Fig. 12c presents the
data as percent increase in drag force compared to what percent of the boundary layer is turbulent, with 0%
being fully laminar and 100% being fully turbulent. Theses figures demonstrate the importance of predicting
or delaying hypersonic boundary layer transition.

For Case A, if transition can be delayed the length of the cone, there is an over 64% reduction in skin drag
compared to a fully turbulent flow. Alternatively, if transition occurs immediately, there is a 185% increase
in skin drag compared to the fully laminar case. In a hypothetical scenario, where transition occurs naturally
at str = 0.3 m and is delayed 10 cm to 0.4 m, the total drag is reduced from 4.7 N to 3.75 N: a 20% reduction
in drag. Likewise for Case B and C, if laminar flow is maintained over the length of the cone, there is a
nearly 54% reduction in skin drag over a fully turbulent flow. If transition were to occur immediately, there
is an approximately 118% increase in skin drag. Similarly in the same hypothetical scenario, if transition
were to occur naturally at str = 0.3 m and is delayed to 0.4 m, the total drag is reduced from approximately
3.27 N to 2.7 N: a 17% reduction in drag. These scenarios show that significant reductions in skin drag
are obtainable with only a modest delay in transition. How beneficial the reduction actually is, however,
depends on where transition occurs, how far it can be delayed, and the slope of Fskin.

The impact of transition location on aerodynamic heating is also examined and presented in Fig. 13.
The transition location has a similar impact on heating rate as skin drag. For Case A, if transition can
be delayed beyond the end of the cone, there is an over 68% reduction in heat transfer rate compared to
the fully turbulent case. Alternatively, if transition occurs immediately, there is a 219% increase in heating
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Figure 12. Case A (M∞ = 4.96, Perfect Gas) total skin drag, Fskin, as a function of transition location, str.
(a) Dimensional units. (b) Percent reduction in drag compared to fully turbulent flow. (c) Percent increase
in drag compared to fully laminar flow.
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Figure 13. Case A (M∞ = 4.96, Perfect Gas) total aerodynamic surface heating rate, Q̇, as a function of
transition location, str. (a) Dimensional units. (b) Percent reduction in heating rate compared to fully
turbulent flow. (c) Percent increase in heating rate compared to fully laminar flow.
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rate compared to the fully laminar case. Again invoking the hypothetical example, delaying transition from
str = 0.3 m to 0.4 m causes a decrease in heat transfer rate from 0.95 kW to 0.74 kW: a 22% reduction
in aerodynamic heating. Likewise for Case B and C, if laminar flow is maintained over the length of the
cone, there is an nearly 57% reduction in heat transfer rate over a fully turbulent flow. And, if transition
were to occur immediately, there is an approximately 136% increase in heat transfer rate. Similarly in the
hypothetical scenario, if natural transition were delayed, the heat transfer rate is reduced from approximately
1.1 kW to 0.9 kW: an 18% reduction in drag. These scenarios further demonstrate that significant reductions
in surface heat transfer rates are also obtainable with a modest delay in transition. But once again are
dependent on where transition naturally occurs, how far it can be delayed and the slope of Q̇.

It should be noted that the magnitude of skin drag force and heat transfer rate are quite small for all
the perfect gas cases. This is likely due to a number of factors. First, the cone is very short; only 0.5 meters
in length. Second, the freestream gas density is very small, on the order of 10−2, resulting in a low gas
inertia. In practice, more realistic longer geometries with blunter nose radii in atmospheric conditions will
have significantly higher absolute drag and heating values.

VI. Results: Nonequilibrium Gas

A. Comparison of Correlations with DNS and Taylor-Maccoll Solution

The laminar and turbulent correlations for cf and St at each streamwise location were computed using
the boundary layer edge conditions computed by DNS and the Taylor-Maccoll analysis. The comparison
between the simulation and laminar and turbulent correlations for Case 1 is shown in Fig. 14, with Case
2, 3, and 4 shown in Figs. 15, 16, and 17, respectively. The Case 1 Taylor-Maccoll boundary layer edge
conditions (Fig. 14) agree very closely with the laminar correlations for both cf and St using the boundary
layer edge variables extracted from DNS, however the laminar correlations slightly over-predict cf and St
computed directly from the simulation. There is a very large discrepancy for the turbulent correlations for
both cf and St, however. The correlations using DNS boundary layer edge conditions predict a significantly
higher cf and St than those using the Taylor-Maccoll solution. Similar trends are encountered for Case 2
(Fig. 15); the laminar correlations for cf and St agree well between the simulation edge conditions and
the Taylor-Maccoll edge conditions, while the turbulent correlations have a large discrepancy. However, the
Case 2 laminar correlations for cf appear to agree better with the cf computed directly from the simulation,
while the St correlations under-predict the simulation St.

There is also good agreement for Case 3 (Fig. 16) between the cf and St correlations using DNS edge
conditions and the cf and St computed directly from the simulation. However, the correlations using the
Taylor-Maccoll edge conditions under-predict the correlations using simulation edge conditions. The laminar
correlation closely follows the simulation for cf , although there is a slight under-prediction of both cf and
St by the laminar correlation. Lastly, Case 4 shows similar trends (Fig. 17) as Case 3. The laminar
correlation using simulation edge conditions closely follows the simulation for cf , although there is a slight
over-prediction of both cf and St by the laminar correlation; a similar trend as the cold-wall Case 1. Again,
the correlations using Taylor-Maccoll edge conditions significantly under-predict both cf and St for laminar
and turbulent flow. Possible explanations for the discrepancies between the simulations and the correlations
are addressed in the Conclusions section. In general, however, the laminar correlations provide a reasonable
estimate of cf and St for all nonequilibrium cases, although there is a clear sensitivity of the turbulent
correlations to boundary layer edge conditions, whereas the laminar correlations are not as sensitive.

B. Laminar and Turbulent Drag and Surface Heating Rate

Because the laminar correlations using the edge conditions from DNS in Figs. 14-17 were in reasonable
agreement with the simulation, one can extrapolate that the turbulent correlation would provide a reasonable
agreement to turbulent flow under these free stream conditions as well. Furthermore, experimental results
support the turbulent correlations used here.31 Integrating the laminar and turbulent correlations over the
body of the cone would then yield an approximation for the total skin drag, Fskin, and aerodynamic heat
transfer rate, Q̇. The skin drag force and heating rate from the simulation were compared to the laminar and
turbulent correlations obtained using both the simulation boundary layer edge conditions and the Taylor-
Maccoll edge conditions. The comparison of the drag from the simulation and correlations for Cases 1, 2, 3,
and 4 are shown in Figs. 18a, 19a, 20a, and 21a, respectively. The corresponding surface heating rates are
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(a) (b)

Figure 14. Case 1 (M∞ = 5, Nonequilibrium, Cold Wall) simulation vs. laminar and turbulent correlations
computed using DNS boundary layer edge variables and axisymmetric shock solution (T-M). (a) Skin friction
coefficient, cf . (b) Stanton number, St.

(a) (b)

Figure 15. Case 2 (M∞ = 5, Nonequilibrium, Warmer Wall) simulation vs. laminar and turbulent correlations
computed using DNS boundary layer edge variables and axisymmetric shock solution (T-M). (a) Skin friction
coefficient, cf . (b) Stanton number, St.
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(a) (b)

Figure 16. Case 3 (M∞ = 10, Nonequilibrium, Hot Wall) simulation vs. laminar and turbulent correlations
computed using DNS boundary layer edge variables and axisymmetric shock solution (T-M). (a) Skin friction
coefficient, cf . (b) Stanton number, St.

(a) (b)

Figure 17. Case 4 (M∞ = 10, Nonequilibrium, Cold Wall) simulation vs. laminar and turbulent correlations
computed using DNS boundary layer edge variables and axisymmetric shock solution (T-M). (a) Skin friction
coefficient, cf . (b) Stanton number, St.
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shown in Figs. 18b, 19b, 20b, and 21b, respectively. Collectively a number of trends can be seen. First, the
choice of boundary layer edge conditions seems to have only a small impact on total drag for both laminar
and turbulent correlations. There is slightly greater variation in surface heating rate depending on the edge
condition for the correlations, however. Second, both laminar correlations reasonably follow the computed
drag and heating from DNS, with the greatest deviation occurring in Case 1. Third, the laminar correlations
for the cold wall flows (Cases 1 and 4 in Figs. 18 and 21, respectively) over-predict the laminar drag and
heating from DNS. The correlations for warmer wall flows (Cases 2 and 3 in Figs. 19 and 20, respectively)
more accurately follow the simulation drag and heating, yet show a small under-prediction.

(a) (b)

Figure 18. Case 1 (M∞ = 5, Nonequilibrium, Cold Wall) drag and heat transfer rate from simulation compared
to laminar and turbulent correlations. (a) Drag, Fskin. (b) Aerodynamic heat transfer rate, Q̇.

Lastly, all correlations using the DNS boundary layer edge conditions are directly compared in Fig. 22.
Most notable is the similarity between skin drag force between all cases (Fig. 22a). Despite the Mach
number between Cases 1/2 and 3/4 doubling, there is only a small increase in drag force in both laminar and
turbulent flow. Consistent for all cases, however, is the drastic increase in drag for turbulent flow: nearly a
four-fold increase in skin drag force. The surface heating rates (Fig. 22b) show significantly more variation
between cases, however. Case 2 shows the lowest heat transfer for both laminar and turbulent flow. This is
intuitive because it is the lowest Mach number flow with a warmer wall than Case 1. Because Case 1 had
a colder wall than Case 2 (with the same free stream conditions), Case 1 had slightly higher heat transfer
rates. Cases 3 and 4 had even higher Q̇ due to the increase in Mach number and free stream stagnation
enthalpy. Following a similar trend, the colder wall Case 4 had more heat transfer than the warmer wall
Case 3.

The results in Fig. 22 indicate that the skin drag force experienced by the vehicle is significantly increased
in the turbulent regime, however there is little variation in drag as Mach number and wall temperature are
changed. That is, the skin drag on the vehicle is not very sensitive to the free stream parameters or surface
temperature. The surface heating rate, however, shows much more sensitivity to these parameters. Higher-
enthalpy flows with colder walls experienced noticeably more heat transfer than the lower-enthalpy warmer
wall flows. These results show that heat transfer rate, rather than skin drag force, is the critical design
parameter in predicting boundary layer transition in hypersonic flight.

C. Impact of Transition Location on Drag and Heating

Because the drag and heating results in Fig. 22 assume fully laminar or fully turbulent flow over the entire
length of the body, neither result is particularly realistic. Predicting the transition location from laminar to
turbulent is not straightforward, the transition location, str is varied numerically over the length of the cone
to determine the impact on skin drag and surface heating. Fig. 23 shows the impact of transition location
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(a) (b)

Figure 19. Case 2 (M∞ = 5, Nonequilibrium, Warmer Wall) drag and heat transfer rate from simulation
compared to laminar and turbulent correlations. (a) Drag, Fskin. (b) Aerodynamic heat transfer rate, Q̇.

(a) (b)

Figure 20. Case 3 (M∞ = 10, Nonequilibrium, Hot Wall) drag and heat transfer rate from simulation compared
to laminar and turbulent correlations. (a) Drag, Fskin. (b) Aerodynamic heat transfer rate, Q̇.
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(a) (b)

Figure 21. Case 4 (M∞ = 10, Nonequilibrium, Cold Wall) drag and heat transfer rate from simulation compared
to laminar and turbulent correlations. (a) Drag, Fskin. (b) Aerodynamic heat transfer rate, Q̇.

(a) (b)

Figure 22. Comparison of all nonequilibrium cases for total skin drag force, Fskin, and total aerodynamic
surface heating rate, Q̇, as a function of streamwise distance, s. (a) Skin drag force, Fskin. (b) Surface heating
rate, Q̇.
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on total skin drag force at the end of the 1 meter long cone. Fig. 23a presents the data in dimensional
units (Newtons of force), Fig. 23b presents the data as percent reduction in drag force compared to the
fully turbulent flow, and Fig. 23c presents the data as percent increase in drag force as a function of the
percent of the cone experiencing turbulent flow. If transition can be delayed beyond the length of the cone,
the reduction in drag is between 60% and 70% compared to a fully turbulent flow (Fig. 23b). Alternatively,
if transition occurs immediately on the cone, i.e. 100% turbulent flow, the increase in drag is between 150%
and 230% compared to the fully laminar case (Fig. 23c). All nonequilibrium cases have similar laminar drag,
but as str approaches the leading edge of the cone, Cases 1 and 4 have higher magnitudes of drag force,
while Cases 2 and 3 have nearly identical drag forces (Fig. 23a). In terms of percentages, however, the lower
enthalpy Cases 1 and 2 have significantly greater percentage increase in drag compared to their respective
fully laminar cases (Fig. 23c). Nevertheless, the magnitude of drag force is quite small for all cases and
other sources of drag, e.g. pressure and wave drag, are more likely to dominate.

(a) (b)

(c)

Figure 23. Comparison of impact of transition location on total skin drag force, Fskin, for nonequilibrium
Cases 1-4. (a) Dimensional units. (b) Percent reduction in drag compared to fully turbulent flow. (c) Percent
increase in drag as a function of the percent of the cone experiencing turbulent flow.

The impact of transition location on aerodynamic heating is also examined and presented in Fig. 24.
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Fig. 24a presents the data in dimensional units (kW), Fig. 24b presents the data as percent reduction in
heat transfer rate compared to the fully turbulent flow, and Fig. 24c presents the data as percent increase
in heat transfer rate as a function of the percent of the cone experiencing turbulent flow. The transition
location has a similar impact on heating rate as skin drag. If transition can be delayed beyond the end of
the cone, the reduction in heating is between 60% and 70% compared to the fully turbulent case (Fig. 24b).
Alternatively, if transition occurs immediately, the increase in heating is between 160% and 240% compared
to the fully laminar case (Fig. 24c). The maximum magnitude of drag occurs in Case 4, followed by Case 3,
Case 1, and Case 2 (Fig. 24a). This result shows that colder walls have higher heat transfer, and that higher
enthalpy flows have higher heat transfer. In terms of percentages, however, the lower enthalpy Cases 1 and
2 have significantly greater percentage increase in heating compared to their respective fully laminar cases
(Fig. 24c), while all cases have a similar reduction in heat transfer compared to their respective turbulent
cases (Fig. 24b).

(a) (b)

(c)

Figure 24. Comparison of impact of transition location on aerodynamic heat transfer rate, Q̇, for nonequi-
librium Cases 1-4. (a) Dimensional units. (b) Percent reduction in heating rate compared to fully turbulent
flow. (c) Percent increase in heating rate as a function of the percent of the cone experiencing turbulent flow.
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VII. Summary and Conclusions

Steady flow simulations obtained from DNS were used to compute the skin friction coefficient and Stanton
number for seven hypersonic flow cases over a blunt cone. Three cases assumed a perfect gas model, with
the remaining four cases including thermochemical nonequilibrium effects. The skin friction coefficient and
Stanton number from the simulations were compared to laminar and turbulent correlations for the same
parameters based on boundary layer edge conditions obtained from both the DNS simulation and from the
Taylor-Maccoll axisymmetric shock solution, in which reasonable agreement was found. This agreement
justified the accuracy of the laminar and turbulent correlations, which were subsequently used to compute
the total skin drag force and aerodynamic surface heating rate for fully laminar and fully turbulent flow.
The impact of the transition location was examined, and it was found that delaying transition by even a
small distance could have a significant effect on drag and heating. Overall, it has been shown that accurately
predicting or even delaying transition can have significant design implications in terms of skin drag and
aerodynamic surface heating. Laminar flow was shown to have up to 70% lower skin drag and surface heat
transfer rate than the fully turbulent case. Alternatively, turbulent flow was shown to have up to 230%
higher skin drag and 240% higher heating rate compared to laminar flow.

A number of conclusions can be drawn about using the simplified correlations to study the impact of
hypersonic boundary layer transition. First, although there were some discrepancies between the correlations
and the DNS, the correlations still provided a reasonable estimate of drag and heating with the benefit of
minimal computational cost. The best agreement between the laminar correlations and DNS was observed
for the perfect gas, sharp nose cases. Furthermore, in the perfect gas simulations, the choice of boundary
layer edge conditions (extracted from DNS or from the Taylor-Maccoll analysis) in the correlations resulted
in only small differences in cf and St, but when integrated over the surface of the cone to obtain total skin
friction drag and heating rates, the Taylor-Maccoll edge conditions resulted in nearly identical results as the
correlations using the DNS edge conditions. The most prevalent issue with the Taylor-Maccoll solutions is

that it does not accurately represent du
dy

∣∣∣
y=0

and dT
dy

∣∣∣
y=0

, especially when those wall gradients are particularly

steep. However, using the Taylor-Maccoll analysis in conjunction with the laminar and turbulent correlations
used here is likely satisfactory when computing estimates of laminar drag and heating on hypersonic cones
with small nose radii under a perfect gas assumption.

For the nonequilibrium gas cases, however, there was a larger discrepancy between the correlations using
the simulation edge conditions and the Taylor-Maccoll edge conditions. Additionally for the real gas cases,
both correlations were not as true to the cf and St extracted directly from DNS. This may be attributed to
the fact that real gas effects create a thinner boundary layer, and thus the correlations may not represent
the physical nature of the real gas boundary layer as accurately. It may be possible to modify the empirical
parameters of the correlations used here to better suit real gas boundary layers, however such a task is
outside the scope of this work.

Lastly, it was determined that the aerodynamic heat transfer rate, Q̇, is the more critical design parameter
in the hypersonic regime. The skin drag force was found to be not as sensitive to free stream conditions
and wall temperature. Furthermore, the magnitude of drag attributed to skin friction was quite small and
the drag savings in the laminar regime is only marginal. However, there is a substantial reduction in the
magnitude of heat transfer in the laminar regime. Furthermore, the heat transfer rate was much more
susceptible to changes in free stream parameters and wall temperature. Therefore, it is clear that Q̇ is the
driving factor in the design of hypersonic vehicles when considering the laminar-turbulent transition location.

In conclusion, this relatively simple analysis has shown the importance of accurately predicting or even
delaying boundary layer transition to turbulence in hypersonic flows, in particular flow with high stagnation
enthalpy. Turbulent flow has significantly higher skin drag and aerodynamic heating than laminar flow.
Therefore, the transition location is a critical parameter in the design of hypersonic vehicles. Higher Mach
number flow is shown to have higher heating than at lower Mach numbers. Additionally, the wall temperature
has only a small impact on skin drag, however it can more significantly affect surface heating. Transition
prediction is a complicated process and is specific to each particular flow configuration, and therefore requires
in-depth and unique investigation for each particular application.
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