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1 Abstract 

A high-order upwind finite difference shock fitting 
scheme combined with additive semi-implicit Runge- 
Kutta (SIRK) methods is used in numerical simulation 
of transient hypersonic nonequilibrium flow. Partially 
dissociated nitrogen passing over cylinders is computed 
as a test case compared with experimental results as 
well as other published computational results. The 
heat flux at the stagnation point is computed and com- 
pared with that obtained from boundary layer solu- 
tions. The ability of the computations presented in 
this paper to accurately capture the shock shapes ,the 
standoff distances and heat flux at stagnation point, 
demonstrates the capability of the code to sufficiently 
model flows in thermochemical nonequilibrium. The 
code is also extended and tested to simulate unsteady 
nonequilibrium flow to study the additional real gas 
effects on flow properties such as receptivity, stability 
and heat transfer. 

2 Introduction 

The design of future space transportation vehicles, 
especially the development of new cheaper reusable 
launch systems, cause great interest to investigate hy- 
personic nonequilibrium flow. The laminar-turbulent 
transition in thermally and chemically nonequilibrium 
boundary layer at hypersonic speeds significantly af- 
fects the vehicle performance and surface heating. 
Therefore, the accurate prediction of boundary layer 
transion is a critical part for aerodynamic design of 
vehicle and thermal protection system. When an 
aerospace vehicle travels through the atmosphere at hy- 
personic speed, the Mach number is high and the bow 
shock wave is strong. The shock converts the kinetic 
energy of the stream to internal energy, raising the tem- 
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perature to a value where real gas effects are required 
to be considered. The phrase “real gas” used in this 
paper is in the sense of aerodynamics where it typifies 
the high-temperature effects, involving the the sense of 
classical physical chemistry where it has been used for 
a gas in which intermolecular forces are important due 
to high pressures and/or low temperatures. Such real 
gas effects not only mean the departure from perfect 
gas even if in thermodynamical equilibrium, but also 
introduce two time scales if the rates of dissociation 
and excitation of vibration are finite, which depends 
on gas and flow conditions. The departure from per- 
fect gas depends on temperature as well as pressure. 
For example, at a pressure of 1 atm, vibrational ex- 
citation begins at about 800’11. When temperatures 
exceed about 2500’11, oxygen molecules begin to dis- 
sociate while nitrogen begins at about 4000°K. At 
about 9OOO'I-C or higher, there is significant ionization 
taking place 111 In various flow situations, nonequilib- 
rium of rotational, vibrational, electronic, and chemical 
modes can be observed. The approach to equilibrium 
of these various modes is governed by kinetic equa- 
tions that are first-order in their time derivatives I’]. 
Examination of these equations reveals a time scale of 
relaxation time for the equilibration of the mode un- 
der consideration. The rotational modes require only 
a few molecular collisions to equilibrate, while vibra- 
tional equilibration is a process with relaxation time 
between the very short time for rotational equilibra- 
tion and the longer time for ionization and chemical 
equilibration. At extremely high temperature, all pro- 
cesses are very closely coupled. Such high temperatures 
are possible near the nose of a hypersonically traveling 
vehicle depending upon its velocity and altitude. The 
dissociation rate falls rapidly with decrease of the tem- 
perature and therefore with shock slope. Thus the re- 
gion affected by the chemical relaxtion is limited to the 
vicinity of the stagnation point. Immediately behind 
the bow shock wave in the stagnation region of a ve- 
hicle, the vibrational temperature may overshoot the 
equilibrium post-shock temperature. When the pop- 
ulation of excited electronic states is governed by the 
vibrational temperature due to the dramatic increase of 
super-equilibrium molecules, thermal radiation as pho- 
tons is significant as the excited electronic states decay 
to the ground state. Many phontons are absorbed by 
the body surface, which leads to a significant increase 
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in the heat transfer rate due to~~nonequilibrium. For 
many flight conditions, dissociated atoms recombine 
near the wall. The effect of the body surface on the 
recombination rates near the wall is described by wall 
catalycity. The catalycity can change the composition 
of the flow and increase the heat transfer. Theoreti- 
cally, the catalycity ranges from a fully catalytic condi- 
tion to a noncatalytic one. For a~noncatalytic wall, no 
recombination occurs at the wall and the resulting heat 
transfer can be much less. However, a fully catalytic 
wall will cause recombination to,occur instantaneously 
and increase heat transfer due to-the heat released from 
exothermic recombination reactions. A finite-catalytic 
wall is one which produces a situation between these 
two extremes. The vibrational-~dissociational interac- 
tion, nonequilibrium thermal radiation, wall catalyc- 
ity are primary uncertainties in modeling hypersonic 
flows. All these issues have been extensively studied. 
Many models have been presented to describe these 
processes 13-51. An overview of these fields spanning a 
period of nearly four decade can-be found in 16-111. 

The accurate simulation of transient flow is impor- 
tant for the prediction of laminar-turbulent bound- 
ary layer transition(Fig.1). The fundamental causes 
of boundary layer transition are identified in stability 
analyses. In general, the transition is a result of non- 
linear response of the laminar boundary layers to forc- 
ing disturbances l12-15]. The forcing disturbances 1161 
can originate from many difference sources, including 
freestream disturbances. In an environment with small 
initial disturbances, the paths to transition consist of 
three stages: 1) receptivity, 2) linear eigenmode growth 
or transient growth, and 3) nonlinear breakdown to tur- 
bulence. The first stage is the receptivity process li7], 
which converts the environmental disturbances into 
instability, Tollmien-Schlichting (T-S), waves in the 
boundary layers. The second stage is the linear eigen- 
mode growth of boundary-layer instability waves ob- 
tained as the eigen-solutions of the homogeneous lin- 
earized disturbance equations. The relevant instability 
waves developed in hypersonic boundary layers are the 
T-S wave and inviscid waves of higher (Mack) modes 
discovered by Mack 11811g1, the Gortler instability 12’1 
over concave surfaces, and the three-dimensional cross 
flow instability 1211. The third stage is the breakdown 
of linear instability waves and transition to turbulence 
after the growth of linear instability waves reach cer- 
,tain magnitudes. The receptivity mechanism provides 
important initial conditions of amplitude, frequency, 
and phase for the instability waves in the boundary 
layers 122-241. 

To date, linear stability theory (LST) is still the 
main approach for prediction of transition. The results 
of LST are very sensitive to the accuracy of the base 

flows. In a hypersonic flow over a blunt body, the ther- 
mal and chemical nonequilibrium significantly change 
the flow field. In addition, real gas effects may change 
the growth rate of instability modes and add new in- 
stability mode. The stability analyses with the consid- 
eration of real gas effects can be found in the works 
of MaIik , Andersbn, 1258261, Stuchert and Reed 1271, 
Hudson, Choknai and Candler 12s,2sl, Chang, Vinh and 
Malik 1301. Two experimental results in this field can 
be found in the works of Kendall 1311321, Adam and 
Hornung 1331. 

In stability analyses, an accurate computation of the 
mean and transient hypersonic flow is critical for many 
hypersonic applications. One reason is due to the fact 
that many shock boundary layer interactions have been 
found to be inherently unsteady, and the unsteadiness 
has strong effects on the aerodynamic parameters of the 
flows. Even within perfect gas regime, hypersonic flow 
associated with such phenomena are inherently tran- 
sient three-dimensional flows containing a wide range 
of time and length scales. The real gas effects add more 
time and length scales related to finite rates of dissocia- 
tion and excitation of vibration. The numerical simula- 
tion of such transient flows require high-order accurate 
CFD methods in order to capture all of these time and 
length scales of pow. Standard shock-capturing CFD 
methods developed for steady or slightly unsteady flow 
computation are not appropriate for transient applica- 
tions because their accuracy level is not high enough. 

The purpose of this paper is to apply a high-order 
upwind finite difference shock fitting scheme combined 
with additive semi-implicit Runge-Kutta (SIRK) meth- 
ods developed by Zhong 1341 to simulate transient hy- 
personic boundary layer flow with thermal and chcmi- 
cal nonequilibrium in continuum regime. High-order 
of both spatial discretization and temporal integra- 
tion is necessary. Fifth-order upwind finite difference 
scheme is used to discretize convective terms while 
sixth-order central difference scheme is used for vis- 
cous terms. For simulation of viscous hypersonic flows 
over blunt body, flow properties such as temperature, 
species mass fraction, and density may dramatically 
change in the shock layer immediately behind the shock 
and in boundary layer near the body due to chemi- 
cal reaction and wall conditions. Grids for computa- 
tion are strongly stretched in both of the two regions 
in order to cluster more grids points in them. Fifth- 
order polynomial interpolation directly to the stretched 
physical grid without using the coordinate transforma- 
tion is applied for the purpose of numerical stability 
consideration 13’]. The spatial discretization of the gov- 
erning equations leads to a system of first-order ordi- 
nary differential equations. Third-order Semi-implicit 
Runge-Kutta scheme 1341 is used for temporal integra- 
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tion, which splits the governing equations into non- 
stiff terms resulting from spatial discretization of the 
flux terms that can be computed explicitly and stiff 
terms containing the thermal-chemical source terms 
that need to be computed implicitly. 

To validate this numerical method and computa- 
tional code, steady hypersonic flow past cylinders based 
on Hornung’s WI experimental data is computed. The 
results are compared with experimental and Furu- 
moto’s 13q computational results. Heat flux at the 
stagnation point is compared with classical results of 
Fay and Riddell 138]. Vibrationally relaxing flow of Nz 
past an infinite cylinder is studied and compared with 
the results of Giordano 13’l. The additional real gas 
effects on flow properties such as receptivity, stability 
and heat transfer are studied. The numerical results 
show that the real gas effects significantly change flow 
field including the standoff distance of bow shock over 
the front part of blunt body and other flow properties. 

3 Physical Model 
ing Equations 

Physical models used for the numerical simulations 

And Govern- 

of nonequilibrium hypersonic flows must capture the 
complex thermophysical phenomena that character- 
ize these flows. Detailed discussions of the relevant 
flow ph sits can be found in works by Vincenti and 
Kruger 6o1 and Clarke and McChensey 1411 There are 
many different ways to formulate the governing equa- 
tions for nonequilibrium flow, depending on what ap- 
proximations are made in the modeling process. In 
the context of continuum based numerical simulations, 
some of the more well known are outlined in works by 
Park 14’1, Lee 1431, Gupta, et al. 1441, and Hauser, et al. 
1451 The work presented in the remainder of this paper 

uses nonequilibrium models based primarily on those of 
Park and Hauser 142~451. Governing equations are for- 
mulated for a two-temperature model with five species 
(non-ionizing) finite rate air chemistry with assumption 
that the rate of rotational relaxation approachs infinity, 
and the rotational energy is fully excited (a’. e., rotatioal 
temperature equals translational temperature). In the 
following sections, sums are taken over indices ranging 
from 1 to either NS or nd. NS is the total number 
of species being considered, while nd is the number of 
diatomic species being considered. 

3.1 Equations of motion 

In conservative form, the multicomponent Navier- 
Stokes Equations, along with vibrational energy equa- 
tions, are: 

+L(piw + jh) = w; 

a(Pu) 
F+-$gP”2+P- rzz) + qP”u - Gy) 

dY 

+k(puw - rzz) = 0 (2) 

a(Pu) 
~+~(P”v--~~)+~(Pw2+P-~~y) 

+&pvw - $z) = 0 (3) 

d(PW) 
at + ;(Puw - Tm) + qpvw - Tyz) 

ay 

+i(pw2 + p - Tzz) = 0 (4) 

+&J& + sw) = wu (5) 

where E, and E are the vibrational and total ener- 
gies per unit volume, the 2~;‘s are the chemical source 
terms for species i, and w, is the source terms for the 
vibrational mode. These equations, as presented, do 
not form a mathematically closed set. In order to close 
this set of equations, thermodynamic equations of state 
and constitutive relations for the viscous fluxes are re- 
quired. 
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3.2 Equations of state 

Closure of the governing equations requires thermody- 
namic state equations. The system is taken to be a 
mixture of thermally perfect gases with the following 
equation of state: 

P = pRTt (7) 

where p and p are the bulk pressure and density, re- 
spectively, Tt is the-translational temperature, and R 
is the mass averaged gas constant, defined as: 

where Ri is the species specific gas constant. 

The internal vibrational energy mode is modeled by a 
separate temperature, TV [4648]. The internal energy 
equation for a diatomic species is then: 

e; = %Ri~t + e;; + hp (9) 

%i = Ri 
evi 

e~~./T. _ 1 (10) 

Correspondingly, the equation for a monatomic species 
is: 

(11) 

In the above equations, &,; is the characteristic vibra- 
tional temperature of species i and h,P is the species 
heat of formation. These values are given in Table 1. 

The vibrational and total energies per unit volume 
are given by: 

i=l 

NS 

E=Cpie;+pv _ 
i=l 

(12) 

3.3 Constitutive relations 

The viscous terms in the governing equations (vis- 
cous stresses, diffusive fluxes, and heat fluxes) require 
constitutive relations to relate these viscous terms to 
the flow and thermodynamic variables. The viscous 
stresses are modeled using the Navier-Stokes equations: 

For chemically reacting flow, species mass diffusion 
fluxes are given by full multicomponent diffusion mod- 
els where the flux of species i is dependent upon its 
own concentration gradient, and the gradients of all 
the other species 14g-511. Such a multicomponent model 
can be computationally prohibitive for numerical simu- 
lations. Therefore, a common approximate model used 
is to assume each species follows Fick’s Law of diffusion 
for a binary gas mixture. Thus, each species is treated 
as diffusing into the remaining bulk as if it were a bi- 
nary mixture of the species in question and everything 
else. Using this model, the 
species i are given by: 

3inr = -pD 0 h/P) i- 
8X,$ 

The effects of diffusion due 
gradients are typically small 
simplicity 15’l. 

mass diffusion fluxes for 

=m(15) 

to thermal and pressure 
and can be neglected for 

Heat diffusion is modeled using Fourier’s Law for 
heat conduction: 

dTt 
9 z’k = -(k + Q)- - 

ark 
fug +Ejiz,hi (16) 

i=l 

with the total enthalpy, h;, given by: 

)li = ei + RiTt (17) 

3.4 Transport coefficients 

The transport coefficients need to be modeled for a gas 
mixture. Individual species viscosities (pi) are calcu- 
lated using a curve fit model presented by Moss Is31: 

pi; = exp [(A; In Tt + Bi) In Tt + Ci] (18) 
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where A;, B; , and Ci are tabulated empirical constants 3.5 Source terms 
Y given in Table 1. The viscosity of the-mixture is then 

found from Wilke’s formulation [54]: 

(19) 

(20) 

The energy transfer modes considered are translation- 
vibration coupling and vibration-dissociation coupling. 
Other modes were assumed to be negligible in their 
effect t471 Vibration-translation interactions are mod- 
eled using the Landau-Teller model L4s]: 

where M; is the molecular weight of species i, and 
X; is the mole fraction of species i. The individual 
species translational heat conduction coefficients (Q) 
are given by Eucken’s relation [481. 

For the vibrational relaxation time of species j, rUj, the 

corrected Millikan and White formula [55] as proposed 
by Park [421 was used. This gives the vibrational time 
as: 

where 

3 
C,ti = -& 

2 (22) 
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with 

The overall coefficient is calculated by using Wilke’s 
formula similar to the viscosity coefficient L6]. The ther- 
mal conductivities associated with the rotational and 
vibrational modes are given by [44]: 

where Xi is the mole fraction of species i. 

&w is the Millikan and White relaxation time de- “‘3 
rived from empirical data [55], and is given by: 

1.16 X 10-3P$8jj (T;+ - O.O15,~j9 - 18.421 (30) 

where 4ij is the same as those used in Wilke’s mixture 
rule for viscosity r541, and the sums are taken over the 
diatomic species only and: 

where p is in units of atmospheres, Buj is the charac- 
teristic vibrational temperature of species j, and p;j is 
the reduced mass given by: 

&i = psi (24) 

M;Mj 
ki = Mj + M, 1 (31) 

The correction factor is given by: 

The mass diffusion coefficient is taken to be the same 
for all species, Di = D and is found by assuming a 
constant Schmidt number [47]: where Cj is the mean molecular speed given by: 

(26) SRjTt Cj’ - J x > 

5 

(33) 
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u, is the limited collision cross section (in m2) given 
by [56>57]. 

(34) 

and N is the total number density of the gas. The 
model used for vibration-dissociation coupling is the 
one employed by Candler in Reference [46] and is given 

by 

The total vibrational source term is then: 

(35) 

w=QT-V+ Qv-D (36) 

Chemistry is modeled by using a five species model 
(Nz,Oz,NO,N,O). H ere, ionization is ignored. The 
five species reaction model is given as: 

N2 + Mi + N+N+Mi (37) 
oz+ibl-i + O+O+Mj (38) 

NO+M; + N+O+M; (39) 
N2 -t 0 + NO+N (40) 

NO+0 + 02+N (41) 

where M; denotes any of the i species. In general, 
the rate of formation of a reactant species in a general 
reaction of the form: 

A+B i+C+ll (42) 

can be written as: 

2 = kb [Al LB] - kf [cl [D] (43) 

Two chemical models for the rate coefficients (the 
k~ and kb’s) are used. The first model is the Dunn- 
Rang rate coefficients based on- a two-temperature mo- 
dle as presented by Hauser, et al. 1451 The backward 
and forward coefficients are calculated using a modified 
Arrhenius expression of the form: 

k = CT,-Vezp(BJT,) (44) 

where C, T,, 7, an-d ed for each reaction are given in Ta- 
bles 2 and 3. The second model is the Park chemistry 
model for air 142J581. In this model, only the forward 
rate coefficients are explicitly calculated by a modified 
Arrhenius equation similar to that used in the Dunn- 
Kang model. The backward rate coefficients are then 
deduced from the forward rates using the equilibrium 
constant: 

lib = kf/Ii,, ~= (45) 

The equilibrium constants, It’,,, are given by empirical 
curve fits with respect to temperature. Coefficient and 
curve fit values for a wide range of reactions of interest 
in hy ersonics are tabulated in the various works of 
Park 42,5% 581 P 

4 Boundary Conditions 

All flows studied here are wall bounded in some way, 
usually by a body immersed in a freestream. Because of 
this, wall boundary conditions to simulate the viscous 
interaction between the flowfield and the solid body 
are required. The no-slip condition for velocity and 
adiabatic wall condition for temperature are used as 
the flows examined are within the continuum regime. 
Isothermal walls are also used as they are a common 
way to simulate cooled walls without solving the con- 
jugate heat transfer problem. Noncatalytic wall is used 
in the present study. 

5 Numerical Met hods 

Once the physical model is defined, an associated nu- 
merical model suitable for computational simulations 
is needed. Often, methods are used for the spatial and 
temporal discretizations. Care must be taken to ensure 
that the scheme chosen is both stable and accurate. In 
particular, the terms associated with the nonequilib- 
rium thermophysics have such small time scales asso- 
ciated with them, that they can add a high degree of 
numerical stiffness to the temporal discretization and 
special care must be taken when integrating in time. 
In order to capture all time and length scales asso-- 
ciated with transient hypersonic nonequilibrium flow, 
high-order accurate CFD methods are required. 

6 
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5.1 High-order shock fitting methods Inviscid fluxes are 

The use of shock fitting method make it possible to use 
high-order difference scheme for spatial discretization. 
The general curvilinear three-dimensional coordinates 
(5, 77, C, 7) are used along the body fitted grid lines 
(Fig. 2). 

Shock fitting methods are used to treat the bow 
shock as a computational boundary. The Rankine- 
Hugoniot relations across the shock are used. When 
the thickness of shock is assumed to be infinitesimal, 
frozen flow can be used, which means there is no chem- 
ical reaction and vibrational excitation across the the 
shock. The Rankine-Hugoniot relations are similar to 
perfect gas results. The transient movement of the 
shock and its interaction with disturbance waves are 
solved as part of the solutions. Therefore, the grid 
surface of n = constant is unsteady due to the shock 
movement, but the grid surfaces of < = constant and 
C = constant are fixed plane surfaces during the cal- 
culations. In particular, the [ = constant surface is 
generated such that they are normal to the wall sur- 
face. Therefore, only the 71 = constant grid lines change 
when the bow shock moves. In conservative form, the 
equations of motion can be written as: 

g + +I + Fvl) + dy d(Fz + Fvz) 

+++Fva) = W (46) 

where the conserved quantity and source term vectors 
are : 

PI 

P2 
P3 
P4 

lJ= p5 
P” ’ 

PU 

PW 

Eli 

E 

Wl 

w2 

W3 

w4 

w= y 

0 
0 

WV 
0 

(47) 

F1 = 

FB = 

flu 
PZU 

Pa’11 
P4'21 
P5U 

p,u2 + p 
P’1LU 
PU w 
21-G 

u(E + P) 

PlW 
Pz w 

P3W 
P4W 

P5W 

P’ILW 
PVW 

pw2+P 
WE, 

w(E + PI 

, Fz= 

Viscous and diffusive fluxes are 

Fe = 

where 

PI” 
pzt’ 

P3V 

P4V 

P5fJ 

PUV 
PU2 + P 

PUW 
VEU 

v(E + P) 

r . 

Qz = -urzz - VT,, - WI-,, + qz 

Qy = -urzy - vryy - wryz + qy 

Qz = --UT,, - vry’srz - wr,, + qz 

3lY 

j2, 

j3y 

j4, 

j5y 

-rzZy 

-rYY 

-Ty2 

QUY 

QY 

(48) 

(49) 

(50) 
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The transformation relations fork the current grid sys- 5.2 Semi-implicit Runge-Kutta 
method 

2 = x(E, 171 c, 7) The spatial discretization of the governing equations 

Y = YK, rl, c, T) 
(51) 

leads to a systems of first-order ordinary differential 

Y = Y(CJ 17, (‘1 T) equations. Third-order Semi-implicit Runge-Kutta 
t=r scheme 1341 is used- for temporal discretization, which 

split the governing equations into non-stiff terms re- 
sulting from spatial discretization of the flux terms 

where & = 0 and & = 0 because the < and C grid 
lines are fixed when the shock boundary moves. In the 
numerical simulations, the governing equation (46) are 
transformed into the computational domain (6, 7, C, 7) 
as follows 

where 

F, 
1 

= FIL + F2&, + Ma 
J 

F, _ 
2 - 

Flq%+ F277, + Fwz + Uqt 
J 

F’ = Fvlqr + F,zQ, +~F,zqz 
?v J - 

(52) 

(53) 

(54) 

(55) 

(56) 

(57) 

(58) 

where J is the Jacobian of the coordinate transforma- 

tion, and &, ty, I=, s, qy, qz, qt, G, iy, and L are 
the grid transformation metrics, which are computed 
as functions of the body shape, the grid-point distri- 
bution along the grid lines, the wall-normal distance 
H([, C, 7) between the shock and the wall along the 
77 grid lines (see Fig. 2), and the time derivative H,. 
These metrics functions are functions of time through 
H and Ii, which can be solved simultaneously with 
the interior flow variables. This is described in more 
detail in Reference [59]. Fifth-order upwind finite dif- 
ference scheme carried out in stretched physical grid 
without using the coordinate tr-ansformation is applied 
to convective terms for the purpose of numerical sta- 
bility consideration, while sixth-order central schemes 
based on coordinate transformation are applied for the 
discretization of viscous terms !351. 

that can be treated by explicit Runge-Kutta method 
and stiff terms containing the thermal-chemical source 
terms that need to be simultaneously treated by im- 
plicit Runge-Kutta method. Details of these method is 
described in Reference [34]. For numerical simulation 
with source term, it is necessary to exactly evaluate 
the Jacobian of source vector C = aW/aU. W can 
be expressed as a function of the temperature 

W(U) = w&J, T(U), T,(U)), (59) 

and Jacobian can-be written as 

c=avSr+W3T ar, a* - ____ 
au aT au + aT, au (601 

The derivation of each term in more detail can be found 
in Reference [47] 

6 Numerical Results 

This numerical method and computational code is 
tested by computing steady hypersonic flow over a 
cylinder. Numerical accuracy is estimated by grids re- 
finement. Heat transfer on the surface, vorticity jump 
across the shock and real gas effects on stability of tran- 
sient hypersonic flow over parabolas are investigated. 

6.1 Code validation and numerical ac- 
curacy= 

Steady hypersonic reacting flow past cylinders based 
on Hornung’s [“el- experimental data is computed as a 
test case. The partially dissociated nitrogen flow past 
a 2 inches diameter cylinder with u, = 5590 m/s, 
T, = 1833”S, p, = 2910 Pa, 92.7% Nz and 7.3% 
N by mass, T, = 1833”Ii and a Reynolds number of 
6000 is studied. The flow conditions replicate those 
studied experimentally by Hornung and computation- 
ally by Furomoto[371. Except specification of other flow 

- 
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conditions, all results shown in this section are based 6.1.2 Comparison with other numerical results 
on above flow conditions. Interferograms were made in 
of flow field in this case. The density change, Dp is 
related to the fringe shift F by: 

4160FX 

*A’ = L(1.0 + 0.28CN) 
kg/m3 

where F is the fringe number, L is the geometrical 
path in experiment, X is the wavelength, CN is mass 
fraction of atomic nitrogen, and Ap = p - pm. In 
Hornung’s 1361 experiment, the fringe number of photo- 
graph is taken at X = 5.330-7m, L = 0.1524 m. The 
fringe pattern gives a qualitative picture of the density 
pattern provided that CN does not change too much. 
In numerical simulation, to convert computational re- 
sult to interferogram, one way to do it is to plot the 
contours of constant fringe nubmer, (cos(~F))~. 

6.1.1 Comparison with experimental results 

Two chemistry models were used for this case to test 
their effectiveness in the simulation of reacting hyper- 
sonic flows. The first model was Dunn-Kang rate coeffi- 
cient model 1451 , and the second model Park model 14’1. 
Figure 3 compares computational results using the 
Park model and Dunn-Kang model ( shown in the bot- 
tom half of the figure), to an experimental interfero- 
gram published by Hornung 1361 (shown in the top half 
of the figures). The computational shock shape and 
standoff distance agree very well with the experimen- 
tal data. The inference fringes shapes of Park Model 
are very similar to experimental photo. For the result 
of Dunn-Kang Model, there is visible differences be- 
tween the inference fringes shapes of the computation 
and experiment. A comparison of fringe number pro- 
file along the stagnation line between the two chemical 
model is shown in Figure 4. Compared with experi- 
mental data, the Park model yielded better results than 
did the Dann-Kang model. As shown by Candler 16’1 
, the choice of thermochemical model can have large 
effects on the shock shape and standoff distance. For 
flow over cylinders, it was demonstrated that includ- 
ing chemical nonequilibrium, but with only a one tem- 
perature (thermal equilibrium) model, did a very poor 
job in capturing the shock standoff distance and shape. 
The ability of the computations presented here to accu- 
rately capture the shock shapes and standoff distances, 
with only a modest difference in the shape of the inter- 
ference fringes, demonstrates the capability of the code 
to accurately model flows in thermochemical nonequi- 
librium. 
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The computational results are also compared with 
Furomoto’s 1371 computational results. Flow conditions 
and physical models in this case are same as Furu- 
moto’s computation. The only difference between this 
two computations is in numerical methods, where fifth- 
order shock-fitting method is used in this paper while 
second-order TVD shock-capturing method is used in 
Furumoto’s computation. Comparison of computed 
contours of pressure, is shown in Fig. 5, in which Fu- 
rumoto’s computational results are shown in the bot- 
tom half of these figures while computational results 
of this paper are show in the top half of these figures. 
The comparison shows that the computational results 
by different numerical methods are in good agreement 
with each other. Small differences exist in the standoff 
distance of bow shock. The flow change immediately 
behind the shock by shock capturing method is not as 
smooth as that by shock-fitting method which is shown 
in the contours of pressure. This is due to the different 
grid distribution and numerical methods. In current 
computation, stretching grids in both shock layer and 
boundary layer are used, while grids used by Furumoto 
are only stretching in boundary layer. 

The chemically frozen and thermally nonequilibrium 
nitrogen flow past 2 meters diameter infinite cylinders 
with adiabatic wall are studied and compared with in- 
viscid flow results by Giordano 13’l. The flow condi- 
tions are given as following: M, = 6.5, T, = 300”1<, 
p, = 50or500Pa. Viscous terms and thermal conduc- 
tion effects are ignored in reference [39]. Figure 6 shows 
that our results match the results published by Gior- 
dano very well, and viscosity is negligible in these two 
cases. 

6.1.3 Numerical accuracy 

For simulation of viscous hypersonic nonequilibrium 
flows over blunt body, flow properties such as temper- 
ature, species mass fraction, and density may dramati- 
cally change in the shock layer immediately behind the 
shock and boundary layer near the body due to chem- 
ical reaction and wall conditions. If flow is thermally 
and chemically frozen, it is just necessary to cluster 
more grids in boundary layer because the change of 
flow properties in shock layer is smooth. Numerical 
experiment shows that stretching grids in both shock 
layer and boundary layer does not change the standoff 
distance of bow shock for frozen flow. But for nonequi- 
librium flow, there are steep changes in shock layer. If 
grid is stretching only in boundary layer, the stand- 
off distance of bow shock can not be accurately com- 
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puted, and there is obvious spurious oscillation behind 
the shock. Grid refinement in both shock layer and 
boundary layer is necessary in order to cluster more 
grids point in the region where flow changes signifi- 
cantly, which is easier to carry out for shock-fitting 
method than shock-capturing method. 

All computations presented here used 60 x 60 grid 
stretching in the body normal direction on both sides 
close body and shock respectively. Comparison of heat 
transfer and pressure on the body surface and contours 
of translational temperature computed with differents 
grids are shown in Fig. 7,8 and 9. Since the heat trans- 
fer at the surface, contours of vorticity, pressure, tem- 
perature, species mass fraction, and density in the flow 
field using 120 x 120 almost coincide with that using a 
60 x 60 grid, and the computed pressure and heat trans- 
fer at the stagnation point, and maximum vorticity on 
the surface using the 120 x 120 grid were within %0.9, 
%1.5 and %I.2 respectively, it was concluded that the 
number of points was sufficient to resolve the shock 
layer and the boundary layer for the purpose of simu- 
lation of surface heating and flow properties, including 
density, velocity, pressure, temperature, species mass 
fraction, and their first-order derivatives. 

6.2 Heat transfer in nonequilibrium 
flow 

In the regime of Boundary layer flow and under the 
assumption of locally self-similar solutions, the partial 
differential NS quations reduce to ordinary differential 
ones which can be solved by Chebyshev spectral collo- 
cation method. The boundary conditions at the edge 
of the boundary layer can be obtained from directly nu- 
merical solutions discussed above. The purpose of this 
study is to compare the heat flux computed through 
NS equations and BL equations. 

In a nonequilibrium hypersonic flow, the local heat 
flux on the isothermal wall is determined by sum of the 
conduction and diffusion components: 

NS 

qw = -(Kt + KG)2 - &I~ + ).&hi 
i=l 

(62) 

where n is direction normal to surface, and mass diffu- 
sion fluxes for species i are given by: 

The surface heating is most serious near the stagnation 

point which is extensively studied in the past decades. 
Most of these studies are based on the classical the- 
ory of Fay and Riddell r61l and their numerical solution 
of boundary layer equations. For fully catalytic wall 
(chemically equilibrium is reached due to infinitely fast 
reaction), the heat transfer rate near the stagnation 
point is given in the following form fsll: 

where hd is the energy in dissociation, subscript w 
refers to the wall, subscript e to the edge of the bound- 
ary layer, subscript s to the stagnation point, and the 
exponent Q is 0.52 and 0.63 for equilibrium and frozen 
boundary layer respectively. For noncatalytic wall, the 
resultant heat- transfer could be given by Equation (64) 
with L, = 0. These classical heat transfer correla- 
tions can be applicable under conditions summerized 
by GGksen 1621. 0 ur code based on Chebyshev Spectral 
collocation method for stagnation boundary layer flow 
is validated by calculating perfect gas flow. In this case, 
boundary conditions at the edge of boundary layer can 
approximately be given by using Rankine-Hugoniot re- 
lations, which is not related to the body geometry. The 
heat flux at stagnation point can be expressed as: 

(65) 

where subscript w stands for the values at wall and 
expression of n for transformation can be found in 
reference [38]. The temperature gradient in normal 
wall direction is solved numerically. For fixed free 
steam parameters and wall temperature, all variables 
in equation (65) except for curvature radius, TO, are con- 
stant, which indicates that q is in inverse proportion to 
rs(shown in Fig. 10). In Fig. 10, heat flux is compared 
with Fay and Riddell’s 138l curve fitted results and our 
numerical results based on NS equations and BL equa- 
tions respectively. Here BL results are calculated with 
outside boundary condition obtained from NS results. 
Figure 10 shows that both of our NS results -and BL 
results are in good agreement with Fay and Riddell’s 
curve fitted results. 

To establish an equilibrium boundary layer flow, the 
partially dissociated nitrogen flow past a 4cm diame- 
ter cylinder with u, = 4450 m/s, T, = 2326.4’1<, 
pm = 11400.0 Pa, 94.5% Nz and 0.5% N by mass, 
T, = 2326.4’Ii is studied by solving NS equations and 
BL equations respectively. Same chemical model of re- 
action is used in both calculations. The boundary con- 
ditions of boundary layer are given by using Rankine- 

1 

= 

-- 

_ 
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Hugoniot relations. The profiles of mass fraction and 
temperature along the stagnation line are shown in 
Fig. 11 and 12. Here, equilibrium states are obtained 
by solving 1-D normal shock relations in equilibrium 
flows. In these two figures, both NS results and BL re- 
sults predict the equilibrium states very well, while NS 
results and BL results agree with each other. It also 
shows that vibrational temperature equilibrates faster 
than mass fraction does. 

accuracy mean flow solutions are critical for study of 
receptivity as well as for the LST analyses. 

Heat flux at stagnation point computed through NS 
equation and boundary layer equations respectively in 
different cases are showned in table 6. The flow condi- 
tions replicate Hornung 136l and Sanderson l63l’s exper- 
iment. The maximum difference in heat flux computed 
by these two methods are less than 15%. 

Figure 13 shows the comparison of entropy contours 
and boundary layer developing between vibrationally 
relaxing flow and perfect gas flow. In the vicinity of 
stagnation line, shock angle is nearly upright, so tem- 
perature behind the shock is so high that vibrational 
energy of diatomic molecues is excited. As a result, 
more entropy is generated compared with perfect gas 
flow. Therefore, the entropy layer in this region is much 
thicker than that in the same region of perfect gas flow 
field. Based on Reshotko and Khan l65l’s results, the 
entropy layer will be swallowed by boundary layer with 
developing, which plays an important role in the sta- 
bility and transition of boundary layer downstream. 

6.3 Vibrationally relaxing flow of N2 
past a parabola 

The chemically frozen and thermally nonequilibrium 
IV2 flow past a parabolic leadingedge with isothermal 
wall is studied. The receptivity of the 2-D boundary 
layer to weak freestream acoustic flow at zero angle of 
attack are considered. As comparison, corresponding 
perfect gas flow is also studied. All results shown in 
this section are obtained by using a set of 160 grids. 
The body surface is a parabola given by 

Figure 14 shows the profile of translational tempera- 
ture and vibrational temperature along the stagnation 
line. Because of the low density, length scale of vibra- 
tional relaxation is in the same order as standoff dis- 
tance of shock although the translational temperature 
is very high behind the shock. 

6.3.2 Receptivity of hypersonic nonequilib- 
rium flow 

x = by2 - d (66) 

where b a given constant and d is taken as the reference 
length. The body surface is assumed to be a non-slip 
wall with an isothermal wall temperature T,. 

In the simulation, the freestream disturbances are su- 
perimposed on the steady mean flow to investigate the 
development of T-S waves in the boundary layer with 
the effects of the bow shock interaction. The wave 
field of the unsteady viscous flows are represented by 
the perturbations of instantaneous flow variables with 
respect to their local mean variables. For example, the 
instantaneous velocity perturbation 2~’ is defined as the 
perturbations with respect to local mean velocity, i.e., 

The specific flow conditions are: 
u’ = u’(x, y, t) = 11(x, y, t) - U(x, y) (67) 

Mm=15 6 = 1.0 x 10-z 
T, = 250.0 Ii P m = 20.3 Pa 
T, = 1000 IC y = 1.4 
R = 296.93 Nm/kgIi Pr = 0.72 
b=40m-l d= O.lm 
Nose Radius of Curvature T = 0.0125 m 
Imposed Acoustic Wave Number k = 314.159 
Re, = praUmdfpLm = 8524.6 

where U(Z, y) is the mean flow velocity. The freestream 
disturbances are assumed to be weak monochromatic 
planar acoustic waves with wave front normal to the 
center line of the body. The perturbations of flow vari- 
able introduced by the freestream acoustic wave before 
reaching the bow shock can be written in the following 
form: 

6.3.1 Steady flow solutions 

It has been found that the accuracy of the stability 
analysis for hypersonic boundary layers is very sensitive 
to the accuracy of the mean flow solutions 1641. High 

where 14, 14, IP'I, and (p’( are perturbation ampli- 
tudes satisfying the following relations: 
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b’lm = u,c , 
IP’L = Pwcm(u’I , 

l’u’lm = 0 
IP’L = IP’IOJC~ 

where E represents the freestream wave magnitude, 
which is a small number. The parameter Ic is the 
freestream wave number which is related to the circular 
frequency w by: 

w = k (c, + urn) (69) 

The unsteady calculations are~carried out for 20 peri- 
ods in time so that the solutions_reach a periodic state. 
The accuracy of unsteady flow is verified by comparing 
the vorticity jump across the bow shock with theoret- 
ical results which is shown in Fig. 15. Here, vorticity 
is normalized with respect to Urn/d. The prediction of 
vorticity jump across the shock is described in the liter- 
ature [66]. For unsteady hypersonic flow, the vorticity 
jump across the bow shock can expressed as following: 

a2, = (Urn. 
de au, (l-$)2 

as-+ as)-T- 

where, s is the direction along the shock, 6’ is the angle 
between shock and x-axis, and d is the ratio of den- 
sity across the shock, i.e. 29 = pm/pa. Because only 
momentum equation is used in the derivation of vor- 
ticity jump, this prediction is also valid for thermally 
and chemically nonequilibrium flows. The numerical 
results are in good agreement with theoretical predic- 
tion except that there exists visible difference which is 
due to viscous effects. Near the nose of the leading 
edge, the standoff distance of bow shock is less than 
that of downstream, where viscous effects are more ob- 
vious. 

Any freestream waves interacting with the bow shock 
in hypersonic flow always generate a combination of all 
three kinds of waves, namely acoustic (pressure), en- 
tropy, and vorticity waves. The acoustic wave is prop- 
agated with the sound speed relative to the moving 
fluid, while the entropy and vorticity waves convect 
with the moving fluid velocity. The interaction be- 
tween external waves and T - S waves in boundary 
layer is discussed in literature[67]. In this paper, we 
mainly focus on the real gas effect on these three kinds 
of waves. The contours of phase angle of pressure, vor- 
ticity and entropy perturbation are plotted in Fig. 16. 
From this figure, it is reasonable to draw a conclusion 

that the vibrational relaxation does not obviously ef- 
fect the acoustic waves, while it significantly effects the 
properties of entropy and vorticity waves. Although 
vibrational relaxation mainly concentrates in the re- 
gion near the nose of leading edge, the entropy and 
vorticity waves are strongly effected both in the lead- 
ing edge region and downstream region. The instanta- 
neous perturbation contours of pressure, temperature, 
vertical velocity, and entropy are shown in Fig. 17, 18, 
19 and 20 respectively, while corresponding contours 
of perfect gas are-drawn together. The distribution 
of the Fourier amplitude and phase angle of entropy 
and vorticity perturbations along the parabola surface 
are shown in Fig.21 and 22 For perfect 
ing to the resultspublished by Zhong [s7~~;s;~;~;; 

mode is first mode dominated before X <‘-0.6 while 
it switchs to second mode dominated after x > -0.6 in 
this specific case.--For real gas, Malik 1251 has proved 
that real gas effects stablize the first mode instability 
while destabilize the higher mode. The recognizaton 
of different stability modes and the response to real 
gas effects need further study including linear stability 
analyses. 

6.4 Chemically reacting flow of 02 past 
a parabola 

The chemically and thermally nonequilibrium Oz flow 
past a parabolic leadingedge with isothermal wall is 
considered. The receptivity of the 2-D boundary layer 
to weak freestream acoustic flow at zero angle of attack 
are studied. 

The specific flow conditions are: 

M, = 15 ~~~~ c=l.Ox 10-s 
T, = 200.0mK P m = 41.2 Pa 
Tw = 1000 K I’r = 0.72 
b = 40 r-n-I_=~ $= O.lm == 
Nose Radius of Curvature P = 0.0125 m 
Imposed Acoustic Wave Number k = 314.159 
Re, = pmUmd/p, = 6213 

6.4.1 Steady flow solutions 

Dunn-Kang Model are used for the study of reacting 
Oz flow. The profiles of temperature and mass fraction 
along the stagnation line are shown in Fig. 23. Vibra- 
tional temperature overshoot the translational temper- 
ature because dissociation of diatomic 02 apportions 
energy between them. It also showed that the time 
scale of vibrational relaxtion is less than that of chem- 
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ical relaxtion. The contours of atomic oxygen and en- 
tropy are shown in Fig. 24. 

6.4.2 Unsteady flow solutions 

Figure 25 shows the vorticity jump across unsteady 
bow shock. Compared with the vorticity jump without 
chemical reaction above, higher maximum vorticity are 
generated due to the dissociation of diatomic oxygen, 
which can lead more unstable layers by a qualitative 
analysis. The computational results agree with the- 
oretical prediction very well. The instantaneous per- 
turbation contours of temperature, pressure, vertical 
velocity, and entropy are shown in Fig. 26 The real 
gas effects on stability analyses are ongoing. 

7 Conclusions 

This paper has applied and tested a high-order up- 
wind finite difference shock fitting method for the sim- 
ulation of nonequilibrium hypersonic flows with strong 
bow shock. The validation of our code is conducted by 
comparison of our computational results with experi- 
mental results as well as other numerical results. The 
ability of the computations presented in this paper to 
accurately capture the shock shapes and the standoff 
distances demonstrates the capability of the code to 
sufficiently model flows in thermochemical nonequilib- 
rium. Grids refinement in both shock layer and bound- 
ary layer makes it possible to capture the sharp changes 
of flow variables in these regions. Comparison of nu- 
merical results based on both course and refined grids 
shows that the results are grids independent. Investiga- 
tion of heat flux at the stagnation point in hypersonic 
flow over blunt body shows that our code can effectively 
predicate the wall heating. Vibrationally relaxing Nz 
flow and dissociating 02 flow over parabolas and corre- 
sponding receptivity to superimposed acoustic wave in 
freestream are studied by applying this method. Work 
is currently underway to analyze the real gas effects on 
the stability of hypersonic flow. 
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, 

Thermal Properties Coefficients for Viscosity Model 
-;, 

Species 1 0, (Ii’) ( h”(J/kg) A; 1 Bi 7 c; 

I ---~-. _ __ -. 

Table 1: Thermal properties and coefficients for viscosity model for five species air. 

Reaction 
Reaction Rate Cc 

0 
02+Mi+O+O+Mi Nz 

02 

NO 
N 
0 

NO+M;+N+O+Mi Nz 
02 

NO 
N 
0 

N2+O+NO+N 
NO-I-O+Oz+N 

- 
Xcien 

k 

kfll 
k.m 
kf13 
k/l4 
kg5 
kfal 
kfzz 
kfz3 
kfz4 
kfzs 
kf31 
km 
kf33 
kf34 

ICf35 
kf4 
lEf5 

: k = CT;~etp(-Bd/T,) 
C(m”/kmol . s) ( q 

1.92 x 1014 0.5 113000 
1.92 x 1or4 0.5 113000 
4.16 x 1019 1.5 113000 
1.92 x 1014 ( 0.5 ) 113000 
7.21 x 1Or5 I 1.0 I 59500 
3.25 x 1016 1.0 59500 
3.61 x 1015 1.0 59500 
3.61 x 1015 1.0 59500 
9.02 x 101s 1.0 59500 
3.97 x 1or7 I 1.5 I 75500 

Table 2: Forward reaction rate coefficients for the Dunn-Kang reacting air model. 
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Reaction 

N + N + Mi + N2 + M; 

N+O+Mi+NO+Mi 

NO+N+Nz+O 
02+N+NO$O 

Reaction Rate Coefficients: k = CT;qezp(-@d/T,) 
k Mi 

N2 

02 

NO 
N 
0 

N2 

02 

NO 
N 
0 

N2 

02 

NO 
N 
0 

kbll 
km 
km 
kbl4 
hi 
km 
km 
km 
km 
km 
ha1 
ha2 
km 
km 
km 
kb4 
kb5 

1.10 x 1010 
1.10 x 1010 
2.27 x lOI 
1.10 x 1010 
6.00 x 10’ 
2.70 x lOlo 
3.00 x 109 
3.00 x 109 
7.50 x 1010 
1.00 x 10’4 
1.00 x 1014 
2.00 x 101s 
2.00 x 1015 
2.00 x 1015 
1.56 x lOlo 
1.30 x 107 

0.5 
0.5 
1.5 
0.5 
0.5 
0.5 
0.5 
0.5 
0.5 
1.5 
1.5 
1.5 
1.5 
1.5 
0 
1.0 - 

0 Tt 
0 Tt 
0 Tt 
0 Tt 
0 Tt 

t 

0 Tt 
0 Tt 
0 Tt 
O Tt 
0 Tt -I- 0 Tt 
0 Z 

Table 3: Backward reaction rate coefficients for the Dunn-Kang reacting air model. 

Reaction Rate Coefficients: k = CT;qexp(-fld/T, 
1 - 1 C(m3/kmol. s) 1 Reaction 

‘p 

02+Mi+O+O+Mi 

Mi 
N2 

02 

NO 
N 
0 

N2 

02 

NO 
N 
0 

N2 

02 

NO 
N 
0 

k 

km 
kflz 
kf13 
k/14 
k -E.L 
km 
k/z2 
kjm 
kf24 

kfzs 
kjal 
k.m 
k.w 
k.m 
12f35 

kf, 

lcf5 

7.00 x 101s 
7.00 x 10’8 
3.00 x 1019 
3.00 x 1o19 
2.00 x lolS 
2.00 x 101s 
2.00 x 1018 
1.00 x 1019 
1.00 x 10’9 
5.00 x 101’ 
5.00 x 10’2 
1.10 x 10’4 
1.10 x 1014 
1.10 x 1014 

7 - 
1.6 
1.6 
1.6 
1.6 
1.6 - 
1.5 
1.5 
1.5 
1.5 
1.5 
0 
0 
0 
0 
0 
1.0 - 
0 

NO+M,+N+O+M; 

N,-kO+NO+N 
NO+O+02+N 

6.40 x 1Ol4 
8.40 x 10’ 

- 
&(W 
113200 
113200 
113200 
113200 
113200 
59500 
59500 
59500 
59500 
59500 
75500 
75500 
75500 
75500 
75500 
38400 
19450 

-r 

Tt 
Tt 

Table 4: Forward reaction rate coefficients for the Park reacting air model. 
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Equilibrium Constant Data for Park Model 
I<: =eXP(Ai,(-)+A;+A;ln(-)-A$(~ )+-A;(w)z) 

Reaction A; A’, 

A 

i 4 A”, 
N2 +N+N 1.476600 1.62910 1.21530 11.45700 -0.009444 
02+04-o 0.509890 2.47730 1.71320 6.54410 0.29591 
NO+N+O 0.507650 0.73575 0.48042-m 7.49790 -0.16247 
Nz + 0 +NO+N 0.969210 0.89329 0.73531 3.95960 0.006818 
NO+0 + 02 +~N -0.002428 -1.74150 -1.23310 0.95365 -0.045850 

Table 5: Equilibrium constants for the Park reacting air model. 

- 

Table 6: Comparison of Heat flux at stagnation point compuated by NS-Equ. and BL-Equ. Diff = (QNS _ 
QEL)/QNS 

- 
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Figure 1: A schematic of a generic hypersonic lifting vehicle with boundary-layer transition. 

bow shock 

Figure 2: A schematic of 3-D shock fitted grids for the direct numerical simulation of hypersonic boundary-layer 
receptivity to freestream disturbances over a blunt leading edge. 

(b) 

Figure 3: Comparison of current pressure contours (bottom) with experimental results of Hornung (Ref. [68]) 
(top). (a)Park model, (b) Dunn-Rang model. 
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:.. 
Distance from Shock (in) 

Figure 4: Computed fringe numbers for the two chemistry models compared with experimental values of Hornung 
(Ref. [361)along the stagnation line. 

Figure 5: Comparison of current pressure contours (top) with Furumoto’s cmomputational results(bottom). (a)Park 
model, (b) Dunn-Kang model. 

0 ,,,~‘,,~~‘~,~~‘,,,~J,,,,‘,~,~’ 
-1.6 -1 .s- -1.4 -1 3 -1.2 -1.1 .,.a _~ x/r 

Figure 6: Comparison of temperature profile along the stagnation line between viscous flow and inviscid flow, 
left:P, = 50Pa; right: Pm =SOOPa. 
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Figure 7: Computed surface Stanton number (St = 
qwh ) profiles. PcoUm om 

t....l....l....l..‘,“..,““.‘,“““’.’ 
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Re 

Figure 10: Heat flux at stagnation point. * Equ. 65 

0.01 ’ ’ ’ ’ 
-50 0 50 ‘WW 

o 2 :z l 
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,..... . c, (E.qUibbd”ln, 
---- - C, (Equilrbnum) 

Figure 8: Normalized pressure ( pi>L) profile along 
Figure 11: Profile of Mass fraction along the stagnation 
line. 

the surface. 

Figure 9: Computed cotours of translational tempera- 
ture. 

- T (NSI 
-_-- T,(NS) 
- T (BL) 
- T.(BL) 
‘...” +-. T & 7. (Equilibrium) 

Figure 12: Profile of temperature along the stagnation 
line. 
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Figure 13: Base flow solutions compared with that of perfect gas, left figure: entropy contours, right figure: 
velocity vectors. 

Figure 14: Profile of temperature along the stagnation line. 

Figure 15: Comparison of vorticity jump across the bowl shock. 

22 



(c)l999 American Institute of Aeronautics & Astronautics 
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Top Half: Perfect Gas 

Bottom Half: Thermal Nonequilibrium. 

Bottom Half: Thermal Nonequilibrium. 

I,, , I 1, I,, 1 ,I,,,,,,, , , 5 . . , , 

-1.0 -0.5 0.0 0.5 1.0 1.5 

Top Half: Perfect Gas. 

Level Itp,,,l 

Bottom Half: Thermal Nonequihbrium. 

I , , , , I 2, I I I I I, ,. 1 I I. I I 

-1.0 -0.5 0.0 0.5 1 .o 1.5 

Figure 16: Fourier phase angle of pressure, entropy and vorticity perturbation. 
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Figure 17: Comparison of instantaneous contours of perturbations of pressure between perfect gas flow (left figure) 
and thermally nonequilibrium flow (right figure). 

-1.0 4.B $ 46 -0 4 -0.2 0.0 0: -1.0 4.B -0.6 -0 4 -0 2 0.0 ~~ 

Figure 18: Comparison of instantaneous contours of perturbations of temperature between perfect gas flow (left 
figure) and thermally nonequilibrium flow (right figure). 

Figure 19: Comparison of instantaneous contours of perturbations of vertical velocity between perfect gas flow 
(left figure) and thermally nonequilibrium flow (right figure). 
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Figure 20: Comparison of instantaneous contours of perturbations of entropy between perfect gas flow (left figure) 
and thermally nonequilibrium flow (right figure). 
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Figure 21: Distribution of the Fourier amplitude of the entropy (left) and vorticity (right) along the parabola 
surface. 

- Pcricu Gas 
_____ ll~em~ally NoaquUhnum 

Figure 22: Distribution of the Fourier phase angle of the entropy (left) and vorticity (right) along the parabola 
surface. 
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Figure 23: Profile of temperature and mass fraction along the stagnation line. 

Figure 24: Base flow solution of atomic oxygen fraction and entropy contours. 

Figure 25: Vorticity jump across the unsteady bowl shock. 
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-1.0 -0.5 0.0 0.5 

Figure 26: Instantaneous perturbation of pressure, vorticity and entropy. 

27 


