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Abstract

Self-sustained unsteady type IV shock-shock in-
terference heating problems with nonequilibrium
real gas effects are studied by numerical simulations.
The multicomponent Navier-Stokes equations with
nonequilibrium rotational, vibrational, and chemical
models for five-species air were solved by a finite-
volume second-order TVD scheme together with a
third-order semi-implicit Runge-Kutta scheme. A
prior numerical study of unsteady nonequilibrium
shock interactions identified a vortex shedding mech-
anism driving the unsteadiness. The present pa-
per expands upon this past work to parametrically
study the effects of impinging shock location the un-
steadiness of the nonequilibrium flow. Perfect gas
cases were studied to examine the difference between
perfect and nonequilibrium unsteady shock interac-
tions. A feedback mechanism, whereby disturbac-
nes generated during the vortex shedding perturbed
the main bow shock which fed back disturbacnes
through the supersonic jet to the shear layer, was
observed in the flowfield. The degree of unsteadi-
ness in the flowfield was found to be strongly depen-
dent on the location of the impinging shock relative
to the geometric stagnation line. Thermochemical
nonequilibrium was found to decrease surface pres-
sure enhancement,increase surface heating enhance-
ment, and increase the oscillation frequency relative
to flowfields with identical freestreams, but without
nonequilibrium models.

Introduction

Understanding the flow fields around steady and
maneuvering hypersonic vehicles are vital for their
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design. The high speeds create the possibility for
many types of shock interactions near the vehicle
body which can strongly aifect the magnitudes of
surface heating rates and skin friction. The type IV
shock-shock interactions, which can occur at the en-
gine inlet cowl lip, is of particular interest in this
study. Figure 1 shows a type IV interaction which
is caused by an impinging oblique shock intersecting
the free stream bow shock ahead of a body. This
interaction creates a transmitted shock which then
impinges upon the lower bow shock (due to the flow
behind the initial impinging oblique shock). Behind
this transmitted shock, which is weaker than either
bow shock, a supersonic jet is formed in the sur-
rounding subsonic flow. This jet impinges on the
body, ending in a terminating strong shock. At the
jet impingement point, extremely high surface pres-
sures and heating rates are encountered ^~3'. As the
flow is expanded over the body surface, it once again
becomes supersonic. This creates a shear layer along
the body between the flow from the jet and the sub-
sonic bulk flow behind the bow shock. This type
of interaction has been shown to be inherently un-
steady t4'5-' in perfect gas flows.

The perfect gas type IV interaction problem has
been extensively studied experimentally and analyt-
ically t2'61, and numerically [3~5]. Lind [5] performed
a detailed numerical study of unsteady type IV in-
teractions in perfect gas flows, including an exam-
ination of the effect of turbulence on the flowfield.
Included in this work was a parametric study on the
effect of shock impingement location on the surface
loading and unsteadiness as well as the identification
of the mechanism believed to account for the oscil-
lations in the supersonic jet. It was found that vor-
tices formed by the high velocity gradients near the
jet impingement point were shed off into the bulk
flow periodically. This created a periodic pressure
variation near the jet impingement point, inducing
oscillations in the jet. This is shown schematically
in Figure 2. However, due to the high temperatures
found in these interactions, real gas effects need to be



considered for many of these flow studies. Real gas
effects have a noticeable impact on flow structure,
such as the reduction of the shock stand off distance
in a blunt body flow ^,and surface parameters such
as surface heating rates, which can be either reduced
or enhanced depending on the nature of the chemical
nonequilibrium.

Because of their importance, real gas effects have
recently been the focus of several studies. Steady
type IV interactions were studied numerically by
Prabhu, et al. ® for equilibrium chemistry. More
recently, Sanderson '9' experimentally and analyt-
ically examined the effects of nonequilibrium on
the entire range of shock-shock interference flows.
Unsteady phenomena in the flowfields were noted,
however a detailed study of the unsteady nature
of a type IV flow was outside the scope of the
study. A nonequilibrium numerical study was done
by Briick '10' which looked at the effects of nonequi-
librium and impinging shock location on flow struc-
ture and surface pressure and heat flux. Recently,
Furumoto, Zhong, and Skiba ̂  began an investiga-
tion of unsteady type IV interactions with nonequi-
librium real gas effects using numerical simulations.
The presence of real gas effects was found to strongly
affect the structure of the flow field and the degree of
surface heating enhancement, relative to an undis-
turbed flow. Additionally, a vortex shedding process
at the jet impingement point was observed to be the
mechanism driving the unsteady motion of the flow.
This was consistent with the findings of Lind "-5J for
perfect gases. The location of the shock interaction
point was found to affect the degree of unsteadiness
in the flow field.

The objective of the present work is to extend the
study of nonequilibrium effects presented in Refer-
ence [11] for unsteady type IV shock interference
heating problems. Numerical simulations are used
as a tool to gain a detailed description of the un-
steady flow field and to perform parametric studies
of factors that may influence the fluid mechanics of
the flow in the nonequilibrium regime.

and Gupta et cJ[15]. The flow is modeled by the
multicomponent Navier-Stokes equations for a mix-
ture of thermally perfect gases with the nonequi-
librium rotational and vibrational energy modes
modeled by separate temperatures, Tr and Tv,
respectively I12'13'16!. Heat transfer is modeled us-
ing Fourier's Law for heat conduction ^^. For chem-
ically reacting flow, multicomponent diffusion is ap-
proximately modeled by Pick's Law for binary diffu-
sion.

Transport Coefficients

The viscosity and translational thermal conduc-
tivity models are detailed in Reference [11]. Individ-
ual species viscosities are calculated using the model
of Moss t17J, and mixture viscosity is computed using
Wilke's mixture rule '•18l The species translational
heat conduction coefficients are given by Eucken's
relation f16', and the overall coefficient is then calcu-
lated using Wilke's formula in a similar fashion to
the viscosity coefficient I19'. The mixture thermal
conductivities for the rotational and translational
modes and the diffusion coefficients, £>,-, were cal-
culated using two different models.

Transport Model 1

The first model is the original model used in Ref-
erence [11] which uses very simple formulations for
the mixture thermal conductivities of the nonequi-
librium modes, and the diffusion coefficient. The
thermal conductivities associated with the rotational
and vibrational modes are given by '13':

nd

t=l

where the sums are taken over the diatomic species
only and:

Kri - (2)

Physical Model

Equations of Motion

The governing equations and pyhsical models used
in this study are detailed in Reference [11] and
follow those of Candler [121, Gokgen [13], Park [14],

_ 1)2 (3)

The mass diffusion coefficient is taken to be the same
for all species, D,' = D and is found by assuming a
constant Schmidt number '13-':

Sc = - : = 0.5pD (4)
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Transport Model 2

The second model employs curve fits and physi-
cally more rigorous formulations of the mixture val-
ues of thermal conductivities and mass diffusivities
based on kinetic transport theory. A detailed de-
scription and derivation of the models can be found
in Reference [15].

The nonequilibrium mixture thermal conductiv-
ities are calculated using a similar method to the
translational conductivities:

nd

(5)

where <j>jj is the same as those used in Wilke's mix-
ture rule for viscosity '18'.

A mixture mass diffusivity t15', £>,• = Am, be-
tween species i and the mixture is calculated by:

X J
(6)

where Xj is the mole fraction of species' j. Binary
mass diffusivities are calculated using a curve fit "":

10—.4

fi -n—\p(atm) DDij)

where the coefficients, Bjjij, CDIJ, DD^, are tabu-
lated in Reference [15].

Comparison of Transport Models

Of the two models outlined above, Model 1 is com-
putationally more efficient, and is therefore prefer-
able based on cost considerations. However, Model
2 is the physically more rigorous of the two, and
is therefore preferable based on the physics of the
problem. The choice of models is then a trade off be-
tween cost and physical rigor. To compare the two,
the values of the transport coefficients were com-
pared under thermochemical equilibrium conditions
for five species air and dissociating nitrogen, the two
test gas mixtures used in this study.

Figures 3 and 4 show the total mixture ther-
mal conductivity for air and nitrogen, respectively.
Both gas mixtures were taken to be in equilibrium
at a given temperature. Temperatures range from

1000 K to 10000 K. For both air and nitrogen,
Model 1 and Model 2 show little difference in the
value of the thermal conductivity under equilibrium
conditions.

Figure 5 shows the mixture diffusion coefficients
for five species air in equilibrium. Temperature
ranges from 1000 K to 10000 K. The individ-
ual species mixtures diffusivities vary significantly.
Additionally, none of them are very close to the
constant Schmidt number value of Model 1 above
3000 K. For air flows where diffusion effects are
expected to be significant and temperatures are ex-
pected to be above 3000 K, Model 2 would appear
to be the preferred choice.

Figure 6 shows the mixture diffusion coefficients
for dissociating nitrogen in equilibrium. Tempera-
ture ranges from 1000 K to 10000 K. Because only
two species are present, the individual species dif-
fusivities are equal to each other (i.e. the gas is a
binary system). Additionally, Model 2 and Model 1
show good agreement up to a temperature of about
6000 K. Therefore, if the temperatures are not ex-
pected to exceed this limit over most of the flowfield,
Model 1 would be adequate.

Source Terms

Chemistry-is modeled using a five species model
(Ni, 02, NO, N, 0). The five species reaction
model is presented in Reference [11]. Two models for
the rate coefficients (the kf and ki, 's) are used. The
first model is the Dunn-Kang rate coefficients based
on a two temperature model as presented by Hauser,
et al. '20' The backward and forward coefficients are
calculated using a modified Arrhenius expression of
the form:

k = CT-*exp(Od/Tf) (8)

where C, Tx, rj, and Qj for each reaction are given in
Reference [20]. The second model is the Park chem-
istry model for air(14'21l In this model, only the
forward rate coefficients are explicitly calculated by
a modified Arrhenius equation similar to that used
in the Dunn-Kang model. The backward rate coeffi-
cients are then deduced from the forward rates using
the equilibrium constant:

= kf/Keq (9)
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The equilibrium constants are given by empirical
curve fits of the form:

Keg = exp ( -^ + At + Az ln(Z) + A^Z + A5Z^ }
\ Z (/O)

where Z - 10000/T, the Aj's are presented in
Refence [14], and the forward reaction rate coeffi-
cients are given in Reference [21].

The energy transfer modes considered are
translation-vibration coupling, vibration-
dissociation coupling, and rotation-translation
coupling. Other modes were assumed to be negli-
gible in their effect '13'. Vibration-translation and
rotation-translation modes were modeled using the
Landau-Teller model '16\ The vibrational relaxation
time is computed using the Millikan and White
formula '22' with the correction factor given by Park
'14'. The rotational relaxation time is calculated

using the formulation from Gokgen [13]. The model
used for vibration-dissociation coupling is the one
employed by Candler '12'. The derivation of this
model can be found in Reference [12]. Details of
these models are presented in Reference [11].

Numerical Method

The numerical method used is the same as that
given in Reference [11] The in viscid fluxes were
solved via a second-order finite volume TVD for-
mulation using characteristic variable extrapolation
with the Roe flux difference splitting Riemann solver
'23l Roe averaging for nonequilibrium gases fol-

lowed the formulation developed by Grossman,ei
al. I23-24! Viscous fluxes were discretized via central
differences. Time stepping was handled by the third
order Additive Semi-Implicit Runge-Kutta scheme,
details of which can be found in Reference [25].

Code Validation

In Reference [11], a psuedo-steady Mach reflec-
tion and a steady hypersonic flow over a cylinder
were used to validate the code's time accruate and
nonequilibrium capabilities. In the present paper,
four additional validation cases are presented. The
first case compares the Dunn-Kang and Park chem-
istry models. The second case compares computed
surface heating with experimental data for flow over
a cylinder. The third case is used as a grid refine-
ment study. The fourth case validates the code's

ability to accurately model a type IV shock interfer-
ence flow field by comparing computed results with
experimental data.

Case 1: Comparison of Chemistry Models

Candler ™ showed that for cylinder flow, includ-
ing chemical nonequilibrium, but with only a one
temperature (thermal equilibrium) model, did a very
poor job in capturing the shock standoff distance
and shape, while a full thermochemical nonequilib-
rium model produced accurate results. To validate
the nonequilibrium capability of the code and to
test two different chemistry models, hypervelocity
flow past cylinders based on published experimental
data was computed. Hornung f26' studied flow past
a 1 inch diameter cylinder with U&, = 5590 m/s,
TOO = 1833°Ji:, poo = 2910 Pa and a Reynolds num-
ber of 6000. The gas in the freestream was par-
tially dissociated nitrogen, 92.7% N2 and 7.3% N
by mass. The flow conditions match those studied
experimentally by Hornung and computationally by
Candler ̂ . Two chemistry models were used for
this case to test their effectiveness in the simulation
of reacting hypersonic flows. The first model was
the Dunn-Kang rate coefficient model t20', and the
second model was the Park model ^14l Calculation
were performed on 80 x 80 grids with exponential
stretching in the body normal direction. A sample
grid is shown in Figure 7.

Figure 8 compares computational results using the
Dunn-Kang model, shown in the bottom half of the
figure, to an experimental interferogram published
by Hornung t26'27!, shown in the top half of the fig-
ure. The computational shock shape and stand-
off distances agrees very well with the experimen-
tal data. Slight differences between the interference
fringe shapes of the computation and experiment are
visible.

Figure 9 compares computational results using the
Park model, shown in the bottom half of the fig-
ure, to an experimental interferogram published by
Hornung I26'27!, shown in the top half of the figure.
Once again, the computed shock shape and stand-
off distance are in good agreement with experiment.
As before, small differences between the interference
fringe shape of the computation and experiment ex-
ist. These differences are mainly along the stagna-
tion line.
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As a comparison between the two chemistry mod-
els, Figure 10 presents fringe number profiles along
the stagnation line for both models along with ex-
perimental data taken from Reference [26]. The pro-
files show that both models tended to yield results
closer to an equilibrium solution than demonstrated
by experiment, while the Park model solutions were
closer to experiment than the Dunn-Kang solutions.
While the Park model produced better results than
the Dunn-Kang model, the present study primarily
uses the Dunn-Kang model because it is computa-
tionally more efficient '28'. The reason for this is that
the backward rate coefficients for the Dunn-Kang
model has a lower operation count in terms of mul-
tiplies, divides, and logarithm and exponential eval-
uations than does the Park model. For example, a
typical backward rate coefficient for the Dunn-Kang
model has the form:

kb = CT}- (11)

while a typical backward rate coefficient for the Park
requires evaluation of the exponential term in Equa-
tion (10).

Case 2: Comparison of Surface Heating with
Experiment

Sanderson ̂  studied flow past a 4.06 centime-
ter diameter cylinder with «« = 4450 m/s,
Poo = 0.0155%/m3, POO - 5480 Pa. The gas in
the freestream was partially dissociated nitrogen,
99.034% AT2 and 0.966% N by mass. Calculations
were carried out using the multicomponent Navier-
Stokes with the Dunn-Kang chemistry model. The
grid used was similar to the one described for the
previous case (shown in Figure 7) with a grid szie of
192 x 122.

Figure 11 presents surface heating rates, repre-
sented in nondimensional form by the Stanton num-
ber (g/pooWoo^ooo) normalized by the theoretical
stagnation point Stanton number for the given flow
conditions. The figure presents both the compu-
tational results and Sanderson's experimental mea-
surements. The vertical bars on the experimental
data points represent the bounds of the experimen-
tal error presented in Reference [9]. Good agreement
between experiment and computation was obtained.

Grid
48x30
9 6 x 6 0
192 x 120

o
P«,«t»(.Hro-.Hu,)

7.156 x 10~3

9.522 x 10-3

1.003 x 1CT2

?««£,
1.822
1.823
1.825

Table 1: Results of grid refinement study for flow
over a cylinder.

Case 3: Estimate of Numerical Error

A steady cylindrical blunt body case based on an
experiment by Holden ̂  was used to estimate the
numerical error of the scheme used. The conditions
for this case were M^ - 8.033, T^ - 124.89 K,
and Reo = 3.74 x 105. The cylinder had a diameter
of 0.0762 m and the freestream was undissociated
nitrogen. At the given freestream temperature, the
flow enthalpy is low enough such that real gas eifects
were not expected. Results from computations using
the code with nonequilibrium real gas eifects models
indicate that the these effects were indeed negligible
for this particular flow.

Computations were carried out on grids of three
different sizes and the stagnation point heating rates
presented as Stanton numbers, and pressures, pre-
sented as pressure coefficients, were compared for
each grid. The results are presented in Table 1.
Using the Richardson extrapolation technique ™°* to
estimate the error on the finest grid results in an es-
timate of 0.37% for the relative error in pressure. A
similar analysis produces a result of 1.7% for the rel-
ative error in the numerical solution of the 192 x 120
grid. Because surface heating rates are viscous ef-
fects dependent on gradients near the wall, they are
more sensitive than pressure to grid spacing nor-
mal to the surface and are slower to converge as the
grid is refined. Figure 12 compares the surface pres-
sure coefficients for the computational results on the
192 x 120 grid and experimental results. Figures 13
compares the surface heating rates for the computa-
tional results on the 192 x 120 grid and experimen-
tal results. The computed and experimental pres-
sure coefficients are in good agreement. The surface
heating rate is in reasonably good agreement with
experiment and is slightly under predicted.
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Case 4: Unsteady Type IV Interaction

The focus of this study is on shock interaction
flows, particularly the type IV shock/shock inter-
ference heating problem, such as the one shown
schematically in Figure 1. Therefore, a simulation
corresponding to an experimental type IV case was
computed to test the ability of the code to model
such complex flows. Experiments for type IV inter-
ference flow were performed by Holden, Moselle, and
Lee '•29-'. These experiments have become a common
test case for validating numerical results of shock
interaction flows '3'5'31'32J. The experimental condi-
tions were for a 3 inch diameter cylinder in a Mach
8.03 flow. The freestream had the following condi-
tions: pOT = 985.015 Pa, 7oo = 1.4,̂  = 111.56 K,
and TwaU = 294.44 K. The flow deflection due to the
impinging shock was 12°. This flow has been found
to be inherently unsteady by both experimental ™
and numerical'3'32^ studies.

Computations were carried out on two grids, one
a 96 x 60 grid, and the other a 192 x 120 grid. A
sample grid is shown in Figure 14. Time accurate
simulations were carried out using the Navier-Stokes
code with SIRK time stepping and nonequilibrium
real gas models. Due to the low enthalpy of the
above freestream, real gas effects were expected and
observed to be negligible in the computed results.
As discussed in the Introduction, the type IV inter-
ference flowfield is inherently unsteady. Calculations
were therefore carried out until numerical transients
died out and a nondecaying limit cycle was reached.

Figure 15 presents a comparison of the time av-
eraged pressure coefficient (Cp = (p — Poo)/^poow2

x))
along the body surface with experimental data given
in Reference [29]. Very good agreement between the
computed and experimental results was obtained.

Figure 16 shows a series of computed instanta-
neous nondimensional surface heating rate profiles
(St — g//?ooWoo(#<j - Hw)) compared with exper-
imental data from Reference [29]. Fair agreement
between computation and experiment was obtained.
The computations tended to underpredict the peak
value of the surface heating. This result is consistent
with other numerical studies of type IV flows '31>32J.
One of the possible reasons for this may be that
the grid used was unable to adequately resolve the
boundary layer.

As previously mentioned, there is an inherent un-

Cylinder Radius:
Flow Deflection:

(impinging shock)
Re:

0.0381 m
12°

2.57354 x 105

8.03
985.015 Pa

800°tf
IOOQ"K

Table 2: Flow conditions for type IV shock interac-
tion with nonequilibrium real gas effects.

steadiness in type IV shock interactions. This inher-
ent unsteadiness of type IV shock interactions has
been previously noted by both numerical'3'32' and
experimental'2'9' studies. A dominant oscillation
frequency, nondimensionalized as a Strouhal number
Sh = fD/Uoo, was observed for the surface pres-
sure. For perfect gas flows, numerical studies have
reported a Strouhal number associated with the time
variation of peak surface pressure of 1.3 '32'. Experi-
mental results associated with the pressure variation
at a fixed point on the body surface report a Strouhal
number range of 0.13 to 0.45 '9'. A spectral analysis
of the peak surface pressure and the pressure at a
fixed point near the jet impingement point was per-
formed. The numerical results produced a dominant
nondimensional frequency of 1.3 for the peak surface
pressure, and 0.185 and-1.12 for the fixed surface
points. These results are consistent with both exist-
ing numerical '3'32' and experimental results '2'9-' for
perfect gas flows.

Unsteady Type IV Shock Interference Heating
with Real Gas Effects

A two-dimensional type IV interference heating
problem with real gas and unsteady effects was stud-
ied by computing two dimensional Navier-Stokes
solutions and analytic modeling. The type IV
shock interaction has been observed to be inherently
unsteady I2'3-5'32!. The flow conditions are the same
as those used in Reference [11]. The freestream was
an undissociated JV2 flow and the fow conditions are
given in Table 2. Under these conditions, the im-
pinging shock wave is weak enough so that the flow
behind it could still be taken as an undissociated gas
in thermal equilibrium. Runs were conducted using
192 x 122 stretched grids, such as the one shown in
Figure 14.
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Case 0imp
PG-1:
PG-2:
PG-3:
PG-4:
PG-5:

-4.16°
-4.65°
-6.19°
-8.94°
-10.5°

Case
NE-1:
NE-2:
NE-3:
NE-4:
NE-5:

auimp
-3.19°
-4.84°
-6.94°
-8.83°
-11.2°

Table 3: The five different shock impingement loca-
tions for the perfect gas model.

Table 4: The five different shock impingement loca-
tions for the nonequilibrium gas model.

The computations were initiated by setting
freestream conditions throughout the computational
domain. The impinging shock was added by impos-
ing the flow conditions behind the impinging shock
at an appropriate location at the inflow boundary.
To capture the inherent unsteady nature of the flow,
the computations were run until a sustained oscilla-
tion in the maximum surface pressure was obtained
to ensure all initial numerical transients had died
out. The numerical results were first checked against
an analytical model that used simplified equilibrium
shock relations. The real gas effects and the effects of
varying the impinging shock location were then nu-
merically investigated via two dimensional unsteady
simulations. A representative instantaneous contour
plot of translational temperature is presented in Fig-
ure 17 to illustrate the main flow structures in a type
IV interaction flow.

In order to evaluate the effects of nonequilibrium,
five different impinging shock locations for both a
perfect (nonreacting) and nonequilibrium gas were
used in the simulations of the type IV shock inter-
ference heating problem. The shock impinging lo-
cation is defined by the angular displacement of the
incident shock-bow shock- transmitted shock triple
point (0;mp)from the negative y-axis. Positive angu-
lar displacement is in the clockwise direction. The
same angular coordinate system is used for surface
position (6) when surface parameters are plotted.
This coordinate system is shown schematically in
Figure 18. The five locations for the perfect gas
(PG) model are summarized in Table 3. The five
locations for the nonequilibrium gas (NE) model are
summarized in Table 4.

Flowfield Analysis of Shock/Shock Interaction

As a check on the results of the numerical simula-
tions, the computational results were compared with
analytical predictions for flow variables in thermo-

chemical equilibrium behind the interacting shocks.
The analytic procedure used here was similar to that
used by Sanderson ̂ . The flow field was divided
into seven zones as shown in Figure 19. In the fig-
ure, zone 1 is the freestream, zone 2 is the flow be-
hind the impinging shock, zone 3 is the area behind
the upper bow shock, zone 4 is the jet region be-
hind the shock transmitted due to the oblique shock
impingement, zone 5 is the region behind the em-
bedded jet shock, zone 6 is the region behind the
lower bow shock, and zone 7 is the region behind
the terminating jet shock. The analysis is based
on the shock jump conditions with the equilibrium
chemistry model of Lighthill f33^. The hydrodynamic
jump relations are : across oblique shocks

sin(/36) =

- (12)

(13)

ha + -u2 sin2 ( = hb + -ul sin2(/?6 - 6b)

across normal shocks

Pa

2

(14)

(15)

(16)

(17)

(18)

where subscript a denotes the incident or upstream
state and subscript b indicates the post-shock down
stream state. These realtions are used together with
the equation of state

p = (19)

American Institute of Aeronautics and Astronautics



In the above equations, the /3's are the angles the
shocks make with the incident streams, and the <Ts
are the flow deflections with respect to the incident
streams. This is shown schematically in Figure 19.
The terminating jet shock separating zones 5 and 7
is assumed to be a normal shock. RN^ is the gas con-
stant for nitrogen, a is the mass fraction of atomic
nitrogen in the region indicated by the subscript.
The enthalpy for all zones, h, can be expressed as

+a (I**3 (20)exp(6v{T) - I

where hpj is the heat of formation of .atomic nitrogen.

Zones 1,2, and 4 were assumed to be chemi-
cally frozen with a = 0, while zones 3, 5, 6, and
7 were assumed to be in thermo-chemical equilib-
rium governed by the Lighthill ideal dissociating gas
model[33]:

2
—— = _£_e-<VT (21)
I-a pd

where 64 and pd are parameters characterizing the
dissociation reaction presented by Lighthill *• \ and
can be found in Vincenti and Kruger '16' as &d —
113,100 K and pd = 130 g/cm3 for nitrogen.

To close the above system of equations, conditions
of pressure and flow direction continuity across the
shear layers separating zones 3 and 4 and zones 5
and 6 were used. These can be expressed as:

P3=P4

Ps = Pe

= $4 + 5$ = 63 + 85 — 62

(22)

(23)

(24)

(25)

The flow properties in zones 2 through 7 can then
be found by simultaneously solving Equations (12)
to (25) for the jumps across each shock in Figure 19.

Analytic Flowfield Results Compared with
Numerical Simulations

The results from the analysis in the preceding sec-
tions were compared to the numerically computed

flowfield for case NE-3 listed in Table 4. These nu-
merical results were obtained from a two dimensional
simulation of the Navier-Stokes equations with the
nonequilibrium model. Figure 20 shows instanta-
neous temperature contours obtained from numeri-
cal simulations, for case NE-3. The three streamlines
in the figure indicate the lines along which the com-
puted results were extracted for comparison with
the results of the analytical method. Streamline (a)
passes through zones 1 and 3. Streamline (b) passes
through zones 2, 4, and 5. Streamline (c) passes
through zones 2 and 6 (see Figure 19).

Figure 21 shows a comparison of numerical and
analytic solutions for pressure along the three
streamlines in Figure 20. In the numerical simula-
tions, nonequilibrium effects produce a finite relax-
ation region behind the bow shocks, evident in the
temperature contours, while the analysis assumed
equilibrium flow, or no relaxation region. Despite
this, the computed solution and the analysis show
good agreement in zone 3 (Figure 21-a), zone 4 (Fig-
ure 21-b), and zone 6 (Figure 21-c). Zone 5 shows
noticeable discrepancy. This is due to the fact that
in the computations, the jet is curved in this region,
and therefore departs from the idealized configura-
tion assumed in the analysis. Overall, the numerical
results agree very well with the analytical method
for the prediction of pressure fields in the presence
of real gas effects.

Figure 22 shows a comparison of numerical and
analytic solutions for temperature along the three
streamlines in Figure 20. The computed solution
shows all three temperatures (translational, rota-
tional, and vibrational), while the analytic solution,
being an equilibrium solution, shows only a single
temperature. Note that in all computed results, the
translational and rotational temperatures are essen-
tially in equilibrium. Zones 3 (Figure 22-a) and 6
(Figure 22-c) show good agreement between com-
putation and analysis downstream of a relaxation
region just behind the shock. Zones 4 and 5 (Fig-
ure 22-b) shows significant discrepancy due to the
high degree of nonequilibrium in the jet. The com-
puted translational-rotational temperature is signif-
icantly higher than the temperature predicted by
analysis. However, the computed vibrational mode
is nearly frozen, as evidenced by the low vibrational
temperature. Because of this, most of the inter-
nal energy in the computed flow is distributed in
the translational and rotational modes. The an-
alytic model assumed full thermal equilibrium for
the internal modes. Therefore the internal energy
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is spread among more modes. This results in the
computed translational-rotational temperature be-
ing higher than the analytic temperature.

Surface Heating Analysis

Once the flowfield has been determined, the stag-
nation point heating rate can be estimated. Stag-
nation point surface heating on a blunt body for
a reacting gas can be calculated using the theory
of Fay and Riddell[34l When applied to a type
IV flow, the terminating jet shock is assumed to
be a normal shock locally parallel to the surface
of the body. Sanderson I9' used this method to de-
rive an expression for the heating enhancement ratio
(q/qundisturbed) in a. type IV flow ^ based on flow pa-
rameters from a flowfield analysis similar to the one
given previously. The expression derived is:

the surface, which was an assumption of the heating
model. The differences may be due to the simplify-
ing assumptions made in the analytical model, and
differences in the real gas effects models between the
analysis and simulations.

Effects of Impinging Shock Location

First, the effect of impinging shock location on the
stability of the type IV interference fiowfield and the
surface heating and pressure loads associated with
the supersonic jet impingement are examined. Cases
using both the perfect gas and nonequilibrium gas
models were computed. The shock locations studied
are summarized in Tables 3 and 4. The results for
the perfect gas model are presented first.

Perfect Gas Model

The non-zero numerical subscripts refer to the re-
gions in Fig. 19. The subscript e refers to the equi-
librium solution behind a normal shock, which corre-
sponds to the post shock solution along the stagna-
tion streamline in undisturbed flow. h0 is the total
enthalpy, a conserved quantity. -j^ is the ratio of
body diameter to jet width. This can be determined
from an expression based on empirical correlations
and detailed in Reference [9]:

= 0. <52 -<
(27)

where ^- is the ratio of post shock densities for
P*q ^

a perfect gas solution (pjr] and an equilibrium gas
solution (peq)-

The analytical results of the surface peak heating
enhancement were compared to the time-averaged
peak heating enhancement from the numerical sim-
ulations. The analysis predicted a surface heating
enhancement rate ratio of 16.2. This is in reasonable
agreement with the computed value of 17.0 for case
NE-3 from the numerical simulations. In case NE-
3, the terminating jet shock was locally parallel to

Instantaneous temperature contours of each per-
fect gas case are shown in Figure 23, and correspond-
ing stream line patterns are given in Figure 24. Fig-
ure 23-a corresponds to case PG-1, Figure 23-b to
case PG-2, Figure 23-c to case PG-3, Figure 23-d to
case PG-4, and Figure 23-e to case PG-5 in Table 3.

From the temperature contours in Figure 23, it
can be seen that the thickness of the upper body
shear layer decreases as-the impinging shock loca-
tion is lowered. As a result, the standoff distance of
the upper bow shock decreases from Figures 23-a to
23-e. Also, the orientation of the jet relative to the
body changes as the impinging shock location is low-
ered. In Figure 23-a, the jet curves upwards, and the
terminating jet shock is not parallel to the surface,
whereas in Figures 23-b, -c, and -d, the termination
jet shock is nearly parallel to the surface. The flow
in Figure 23-e is noticeably different from the others.
It has the thinnest upper body shear layer and the
thickest lower body shear layer. Additionally, the
upper jet boundary shear layer is almost attached
to the surface near the jet impingement point.

In the streamlines of Figures 24-a through -d, the
stagnation streamline lies within the supersonic jet.
However, in Figure 24-e, the stagnation streamline
is nearly coincident with the upper jet boundary.
When this happens, the flow transitions from a type
IV to a type III shock-shock interaction character-
ized by an upper jet boundary shear layer that at-
taches to the body. Also of note are the vortical
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formations near the jet impingement point in Fig-
ures 24-b and 24-d. These formations are linked to
the self sustained oscillations of the supersonic jet.

Figure 25 shows time averaged surface heating
rate profiles normalized by the undisturbed stag-
nation point heat transfer rate. The peak heating
enhancement starts at about 10.6 for case PG-1, in-
creases to a peak of 12.2 for case PG-2, and then
steadily decreases to 10.4 for case PG-4 until it sud-
denly increases again to 11.6 for case PG-5. Figure
26 shows time averaged pressure profiles normalized
by the undisturbed stagnation point pressure. As
with the surface heating, the peak pressure enhance-
ment increases from case PG-1 to PG-2, reaches a
peak, and then decreases until case P'G-4. This is
followed by a sudden increase for case PG-5.

The peak heating enhancement occurs at about
6 = —15.7° while the peak pressure enhancement
occurs at about 6 — —22.6°. A numerical study
by Thareja, et al. '31' for a perfect gas flow indi-
cated a pressure peak at 9 = —22.6°, and a heat-
ing rate peak somewhere between 6 = —21.7° and
6 = -34.2°. While the current perfect gas cases PG-
1 through PG-4 agree with the trends obtained by
Reference [31], the results for PG-5 show a depar-
ture from these trends. A numerical study done by
Briick t10^ obtained a similar result for a perfect gas
model where the peak heating and pressure enhance
both peak near 0 = —40° after a decreasing trend.
One possible explanation for this conies from the jet
geometry in case PG-5.

The supersonic jet in case PG-5 exhibits the least
amount of curvature of all five cases. Compare the
streamlines in Figure 24-e with Figures 24-a through
-d. Case PG-5, therefore, has the weakest embedded
shock of the five cases. Additionally, the jet does not
terminate normal to the surface, and the terminating
jet shock is not a normal shock. Because the stag-
nation streamlines passes through weaker shocks in
case PG-5 than in cases PG-1 through PG-4, there
is a smaller loss of total pressure in case PG-5, re-
sulting in a higher stagnation point pressure.

Figure 27 presents the time histories of maximum
surface pressure normalized by undisturbed stagna-
tion pressure for the five impinging shock locations
using the perfect gas model. The results show that
case PG-5 was the most stable, exhibiting very lit-
tle oscillation. Case PG-1 was the most oscillatory,
exhibiting the largest fluctuations of all the cases.

Nonequilibrium Gas Model

The effects of impinging shock location with a
nonequilibrium model are examined. Instantaneous
temperature contours of each nonequilibrium gas
case are shown in Figure 28, and corresponding
stream line patterns are given in Figure 29. Fig-
ure 28-a corresponds to case NE-1, Figure 28-b to
case NE-2, Figure 28-c to case NE-3, Figure 28-d to
case NE-4, and Figure 28-e to case NE-5 in Table 4.

In case NE-1, the translational temperature con-
tours in Figure 28-a show that the supersonic jet
curves upward over the body and does not end in
a terminating jet shock and directly impinge on the
body. This grazing jet pattern is referred to as a
type IVa interaction in Reference [6]. The structure
near the cylinder surface just below the jet shown in
the streamlines of Figure 29-a is a separation region
created due to the fact that the stagnation stream-
line lies below the jet. The separation bubble formed
between the stagnation point, and the jet impinge-
ment point, two regions of locally high pressure.

While the jet in Figure 28-b (case NE-2) curves
upwards along the body in a similar way to the type
IVa interactions, a terminating jet shock can be seen
near the jet impingement point. As seen in Figure
29-b, the stagnation streamline does not reside out-
side and below the jet, marking this pattern as a
type IV and not a type IVa flow. Jet oscillations,
however, can push this flow into a type IVa pattern
over part of its oscillation cycle.

For case NE-3, the translational temperature con-
tours in Figure 28-c show the jet directly impinging
on the body. Vortices are formed near the jet-wall
juncture due to high velocity gradients in the re-
gions of severe turning as shown in the streamlines
of Figure 29-c. The time varying motion of these
vortices is described in detail below in the discus-
sion of the unsteady mechanism of the flow. This
case also exhibited the largest range of variation for
pressure surface heating enhancement.

In case NE-4, the jet in Figure 28-d directly im-
pinges upon the body as with case NE-3 in Figure
28-c. This case also exhibits similar vortical struc-
tures to case NE-3 in the streamlines of Figure 29-d.
While case NE-4 did not exhibit as large oscillations
as case NE-3, it was second to that case in it's degree
of unsteadiness.
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In case NE-5, the flow shown in the translational
temperature contours of Figure 28-e has a very short
supersonic jet and is nearly a type III interaction.
However, the stagnation streamline is coincident
with the jet, as seen in Figure 29-e, unlike case PG-5
in Figure 24-e. The lower jet boundary of this flow
was relatively stable, while the upper jet boundary
exhibited an oscillatory nature.

Compared to the perfect gas results of Figure
23 the nonequilibrium results in Figure 28 exhibit
smaller bow shock standoff distances and thinner
wall shear layers. Also, the flow with real gas ef-
fects have thinner supersonic jets than their perfect
gas analogs. Relative to the perfect gas streamlines
in Figure 24, the nonequilibrium results in Figure 29
exhibit a much more vortical structure.

Figure 30 shows time averaged surface heat trans-
fer profiles normalized by the undisturbed stagna-
tion point heat transfer rate. The highest heating
was produced by case NE-3, when the jet was nor-
mal to the body surface, and the lowest by the case
NE-1, because of the absence of direct shock im-
pingement on the body for case NE-1. These results
are in qualitative agreement with the heating rate
results obtained by Briick ̂  and also reflect the
trends with regards to jet impingement location re-
ported in References [6] and [31].

Figure 31 shows time averaged pressure profiles
normalized by the undisturbed stagnation point
pressure. The highest peak pressure was produced
by case NE-5, and the lowest by the case NE-1, be-
cause of the absence of direct shock impingement on
the body for case NE-1. The reason that case NE-
5 has the highest peak pressure can be inferred by
examining the contours and streamlines in Figures
28 and 29. The stagnation line flow in case NE-
5 only passes through two shocks, the transmitted
shock and the terminating jet shock. Additionally,
the terminating jet shock in case NE-5 is not a strong
normal shock (compare Figures 28-e and 29-e). The
stagnation lines in the other non-type IVa cases all
have to pass through the transmitted shock, the em-
bedded jet shock, and a strong terminating jet shock.
The total pressure loss in case NE-5 is thus lower
than in cases NE-2, NE-3, and NE-4, causing case
NE-5 to have the highest stagnation point pressure.

Figure 32 presents the time histories of maximum
surface pressure normalized by undisturbed stagna-
tion pressure for the five impinging shock locations
using the nonequilibrium model. The result show

Case
PG-1:
PG-2:
PG-3:
PG-4:
PG-5:

Average
10.6
12.2
10.9
10.4
11.6

Min.
7.04
9.10
10.2
8.93
10.8

Max.
18.0
19.4
16.1
15.6
14.8

Table 5: Time averaged and minimum and maxi-
mum surface heating enhancement for the perfect
gas model.

that case NE-1 was the most stable, exhibiting very
little oscillation. Cases NE-3 and NE-4 were the
most oscillatory with case NE-3 exhibiting the high-
est degree of oscillation.

Comparison of Perfect Gas and Nonequilibrium Gas
Results

Nonequilibrium real gas effects have a significant
impact on the structure of the type IV interaction
flow fields, realtive to the perfect gas flows. The
bow shock standoff distances are greatly reduced for
the nonequilibrium flow realtive to the perfect gas
flow. The thickness of the wall shear layers are also
greatly decreased. These effects can be seen in Fig-
ures 23 and 28. The nonequilibrium flows exhibit a
more vortical structure than do the perfect gas flows,
as seen in Figures 24 and 29. Because of this, the
nonequilibrium flows are more oscillatory in nature,
with larger ranges of temporal variation of peak sur-
face pressure in Figure 32 than in the perfect gas
cases in Figure 27.

The time averaged peak surface heating ratio
along with the minimum and maximum peak val-
ues over the time span sampled for the perfect gas
cases are summarized in Table 5 for the perfect gas
cases and in Table 4 for the nonequilibrium cases.

Figure 33 presents the time averaged peak surface
heating enhancement ratios for five different imping-
ing shock locations and both the perfect gas and
nonequilibrium gas models. The actual values of the
wall heating enhancement are comparable between
the perfect gas and the nonequilibrium results, with
the perfect gas model giving values slightly below
that for the nonequilibrium gas cases. The effects of
chemical reactions on wall heating are expected to
be more significant if catalytic walls were taken into
account.
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Case
NE-1:
NE-2:
NE-3:
NE-4:
NE-5:

Average
3.26
9.22
17.0
13.3
11.7

Min.
2.46
3.17
8.66
10.4
9.73

Max.
5.28
17.5
31.7
31.8
25.9

Table 6: Time averaged and minimum and maxi-
mum surface heating enhancement for the nonequi-
librium gas model.

As mentioned previously, comparison of the time
histories in Figures 27 and 32 indicate that the
nonequilibrium flow exhibits a wider range of vari-
ation than does the the perfect gas flow, and that
cases PG-1, and NE-3 were the two most oscillatory
cases. A spectral analysis of the maximum surface
pressure was used to determine the dominant fre-
quencies in the flows. The frequencies were nondi-
mensionalized as Strouhal numbers (Sh = fD/u^).
The dominant frequency for the perfect gas case cor-
responded to a Strouhal number of 1.2. The domi-
nant frequency for the case with nonequilibrium real
gas effects corresponded to a Strouhal number of
2.7. The nonequilibrium case oscillates at a much
higher frequency that does the perfect gas case. The
Strouhal number of the perfect gas case matches the
results of past research using numerical methods *-32\

The high value associated with the nonequilibrium
case is unexpected as relaxation effects are expected
to behave diffusively. The higher frequency may be
due to the addition of short time scales related to
the nonequilibrium relaxation phenomena and the
shortening of the length scales due the decrease in
shock standoff distance and shear layer thickness.

Unsteady Mechanism

Several researchers I3-32'35! have observed distur-
bances propagating from the shear layer toward the
bow shock across the subsonic region of the flow. To
examine disturbance trajectories in present compu-
tations, x — t diagrams along three radial cuts, one
through the upper bow shock, one approximately
through the jet, one through the lower bow shock,
are plotted for pressure fluctuation normalized by
the time averaged pressure distribution, x — t dia-
grams are presented in Figure 34 for case PG-1 and
Figure 35 for case NE-3. In each plot the upper fig-
ure illustrates the three cuts along which the x — t

traces are made. Time has been nondimensionalized
as tUoo/Rcyi, where Rcyi is the cylinder radius.

In Figure 34-a, which is a cut through the upper
bow shock, disturbances propagate primarily from
the body towards the bow shock, causing distur-
bances in the bow shock. A similar situation occurs
in the lower bow shock as seen in Figure 34-c. In
Figure 34-b disturbances propagate from the trans-
mitted shock through the jet to the wall. Similarly,
for case NE-3, in Figure 35-a disturbances propagate
primarily from the body towards the bow shock, in-
ducing disturbances in the bow shock. In Figure
35-b, disturbances travel back through the jet. In
Figure 35-c, disturbances propagate in both direc-
tions, however the magnitudes of the disturbances
propagating from the body to the bow shock domi-
nate over the disturbances propagating in the other
direction. Disturbances from the shear layers near
the body propagate towards the bow shocks. These
perturbations disturb the bow shocks, causing os-
cillations which then affect the shock triple points
and the transmitted shock. This creates perturba-
tion waves within the jet which are convected back
to the body and disturb the shear layer. This is
similar to the feedback mechanism observed in the
past [3,32,35]

The nonequilibrium cases exhibited a higher oscil-
lation frequency than did the perfect gas case due to
the shorter length and time scales in the nonequilib-
rium case. This can be seen by comparing the spac-
ing in time of the disturbance waves in Figure 34 for
the perfect gas, and Figure 35 for the nonequilib-
rium real gas. The waves in the nonequilibrium case
are packed closer together than in the perfect gas
case. The shorter length scales for the nonequilib-
rium gas can be seen by comparing the shock stand-
off distances in Figures 34-a and 35-a. The standoff
distance, nondimensionalized by the cylinder radius,
is about 1.0 for the perfect gas and 0.55 for the flow
with nonequilibrium real gas effects.

Since case NE-3 displayed the most oscillatory na-
ture of all the real gas effects cases studied, a detailed
look at the time history of this case was done. A
segment of the time history of the maximum surface
pressure of case NE-3 is shown in Figure 36. The la-
bels on the curve correspond to the time references
used in the discussion that follows. Both instanta-
neous and time averaged surface heating profiles are
presented in Figure 37. The instantaneous profiles
are plotted at times corresponding to the time ref-
erences in Figure 36. The profiles are normalized by
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the undisturbed stagnation point heating rate. The
surface heating profiles vary widely about the time
averaged profile, reaching peak values nearly twice
that of the time averaged peak heating.

Both instantaneous and time averaged surface
pressure profiles are presented in Figure 38. The in-
stantaneous profiles are plotted at times correspond-
ing to the time references in Figure 36. The profiles
are normalized by the undisturbed stagnation point
pressure. Similar behavior exists between the nor-
malized pressure profiles in Figure 38 and the nor-
malized surface heating profiles in Figure 37. The
variation of pressure and surface heating are syn-
chronized. That is they both reach maxima and
minima at the same point in the cycle. For example,
at time T5, both pressure, in Figure 38 and surface
heating, in Figure 37, are at their peak values, while
they both reach minimal values at time T3.

Figures 39 to 41 present instantaneous transla-
tional temperature contours for case NE-3. In Figure
39, corresponding to time Tl, the jet impingement
location is marked J, while the points labeled A and
B track disturbance waves in the flow field. The jet
is nearly normal to the body surface and the surface
pressure is at a local maximum as seen in Figure 36.
In Figure 40, corresponding to time T3, the jet, J,
has reached a nearly type IVa configuration. This
point corresponds to the minimum pressure point
in Figure 36 and the smallest surface heating peak
in Figure 37. Disturbance A continues to move to-
wards the bow shock, while disturbance B moves
along the jet towards the body. Compression wave,
C, is convected along the wall inside the shear layer.
In Figure 41,the jet, J, is once again nearly normal
to the wall. This point corresponds to the pressure
peak in Figure 36 at time T5, and to the maximum
surface heating peak in Figure 37. Disturbance A
has entered the relaxation zone behind the upper
bow shock, and disturbance B is strongly interact-
ing with the supersonic jet. The compression wave,
C, has been convected off through the shear layer.

Conclusions

The nonequilibrium real gas effects in a two-
dimensional, high enthalpy type IV shock/shock in-
terference heating problem have been numerically
studied. Additionally, the effects of five different
impinging shock locations across the type IV shock
interaction have been examined. The results show

that:

1. The shock impingement location strongly af-
fects the stability of the flowfield and the peak
surface heating and pressure. Large heating
rates and surface pressures are generated when
the terminating normal jet shock is nearly par-
allel to the body, resulting in a nearly normal
jet impingement.

2. Nonequilibrium real gas effects increase the
dominant oscillation frequency when flow is in-
herently unsteady. Real gas effects reduce the
macroscopic length scales by reducing shock
standoff distance and wall shear layer thickness.
The relaxation phenomena introduce additional
small time scales to the flow.

3. For the cases studied, nonequilibrium real gas
effects reduce the magnitude of the peak surface
heating enhancement relative to the perfect gas
flows for isothermal, noncatalytic walls.

4. A feedback mechanism was observed whereby
disturbance waves are created near the jet im-
pingement point and propagate through the
subsonic region to the bow shocks. The dis-
turbed bow shocks create perturbations in the
the supersonic jet. These perturbations feed
back through the jet, inducing jet oscillations,
which continue the unsteadiness.
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Figure 1: Schematic of type IV shock interference
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Figure 2: Schematic of the vortex shedding mech-
anism responsible for the unsteadiness of the flow.
The vortices are shed out of phase with respect to
each other. The arrows indicate the motions of the
flow structures.
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Figure 4: Comparison of thermal conductivity mod-
els in an equilibrium mixture of N? and N.

Figure 5: Comparison of diffusion coefficient models
for a five species air model in equilibrium.
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Figure 3: Comparison of thermal conductivity mod-
els for a five species air model in equilibrium.

Figure 6: Comparison of diffusion coefficient models
in an equilibrium mixture of NZ and JV.
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Figure 7: Sample grid from the cylinder flow calcu-
lations. For clarity, the grid shown is coarser than
the actual grid used.

Figure 9: Computational interferogram using the
Park model (bottom) compared with experimental
results of Hornung (top) for hypervelocity flow over
a cylinder.

Z 2
0>

i1

Computation (Pwk)
Computation (Dunn-Kang)
Homing (1972)

0.0 0.1 0.2 0.3

Figure 8: Computational interferogram using the
Dunn-Kang model (bottom) compared with exper-
imental results of Hornung (top) for hypervelocity
flow over a cylinder.

Distance from Shock (in)

Figure 10: Computed fringe numbers for the two
chemistry models compared with experimental val-
ues of Hornung along the stagnation line.
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Figure 11: Computed surface Stanton number (St — Figure 14: Sample grid used in Type IV shock in-
p u^h ) profiles compared with experimental data terference computations. The grid is shown coarser
of Sanderson. than actual for clarity.

Computation
Enxrinunt

6 (degrees) 9 (degrees)

Figure 12: Computed surface pressure coefficient Figure 15: Computed surface pressure coefficient
(Cp = (p — Poo)/f POO^M) profiles compared with (Cp = (p - Poo)/5Poo«»o) profiles compared with
experimental data of Holden. experimental data of Holden.
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Figure 13: Computed instantaneous surface Stanton
number (St — (q/p^aUM(H0 - Hw}) profiles com-
pared with experimental data of Holden.

Figure 16: Computed instantaneous surface Stanton
number (St = (9/pooUoo(#« - #«,)) profiles com-
pared with experimental data of Holden.
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Figure 17: Type IV temperature contours illustrat-
ing the important flow structures such as the embed-
ded shock, the supersonic jet, the shear layer along
the body surface, and the terminating jet shock. Al-
though these contours are for the nonequilibrium
model, the same structures exist in the perfect gas
flows.

Figure 19: Schematic to illustrate zone definitions
used in the analytic solution.

Bow Shock

Impinging Shock

Body

Figure 18: Definition of #,-mp and 8 for type IV sim-
ulations.

Figure 20: Type IV temperature contours illustrat-
ing the streamlines along which the computational
results were plotted for comparison with analytic re-
sults.
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Figure 21: Comparison of numerical and analytical
results for pressure (Pa). Lines indicate analytic so-
lutions and symbols indicate results from flow/field
computations. Figure labels correspond to stream-
lines in Figure 20: (a) streamline a, (b) streamline
b, (c) streamline c.

Figure 22: Comparison of numerical and analytical
results for temperature (K). Lines indicate analytic
solutions and symbols indicate results from flowfield
computations. Figure labels correspond to stream-
lines in Figure 20: (a) streamline a, (b) streamline
b, (c) streamline c.
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Figure 23: Instantaneous temperature contours Figure 24: Instantaneous stream traces showing the
showing the effect of shock impinging location for the effect of shock impinging location for the perfect gas
perfect gas cases, (a) Case PG-1 (6imp = -4.16°) cases, (a) Case PG-1 (6imp = -4.16°) (b) Case PG-2
(b) Case PG-2 (9imp = -4.65°) (c) Case PG-3 (6imp = -4.65°) (c) Case PG-3 (8imf = -6.19°) (d)
(9imp = -6.19°) (d) Case PG-4 (6imp = -8.94°) Case PG-4 (6imp = -8.94°) (e) Case PG-5 (6imp =
(e) Case PG-5 (Oimp = -10.5°). -10.5°).
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9 (degress)

Figure 25: Normalized surface heat transfer profiles
for the five different shock locations using the perfect
gas model. Q0 is the undisturbed stagnation point
heat transfer for a perfect gas. V

Figure 27: Time histories of normalized maximum
surface pressure for the five different shock locations
using the perfect gas model. P0 is the undisturbed
stagnation point pressure for a nonequilibrium gas.
Nondimensional time is given by tU^/R^i.

6 (degress)

Figure 26: Normalized surface pressure profiles for
the five different shock locations using the perfect
gas model. P0 is the undisturbed stagnation point
pressure for a perfect gas.
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Figure 28: Instantaneous temperature contours
showing the effect of shock impinging location for
the nonequilibrium cases, (a) Case NE-1 (0;mp =
-3.19°) (b) Case NE-2 (dimp - -4.84°) (c) Case
NE-3 (6imp = -6.94°) (d) Case NE-4 (9imp =
-8.83°) (e) Case NE-5 (8imp = -11.2°).

Figure 29: Instantaneous stream traces showing the
effect of shock impinging location for the nonequi-
librium cases, (a) Case NE-1 (6imp = -3.19°)
(b) Case NE-2 (9imp = -4.84°) (c) Case NE-3
(9imp = -6.94°) (d) Case NE-4 (Oimp = -8.83°)
(e) Case NE-5 (6imp =-11.2°).
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Figure 30: Normalized surface heat transfer pro-
files for the five different shock locations using the
nonequilibrium model. Q0 is the undisturbed stag-
nation point heat transfer for a nonequilibrium gas.

Figure 32: Time histories of normalized maximum
surface pressure for the five different shock loca-
tions using the nonequilibrium model. P0 is the
undisturbed stagnation point pressure for a nonequi-
librium gas. Nondimensional time is given by

a .0
a

Pvrtaet Gas
NonaquQbrlum Gas

e (degress) 9 (degrees)

Figure 31: Normalized surface pressure profiles for
the five different shock locations using the nonequi-
librium model. P0 is the undisturbed stagnation
point pressure for a nonequilibrium gas.

Figure 33: Time averaged peak surface heating nor-
malized by undisturbed stagnation heating rate for
different impinging shock locations and for both the
nonequilibrium and perfect gas models.
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(D)

Figure 34: x — t normalized pressure disturbance (Sp/pav) diagrams for perfect gas case PG-1. The upper
figure denotes the radial lines along which the x — t diagrams were taken in the lower figures.

2 3 4 5

(c)

Figure 35: x — t normalized pressure disturbance (Sp/Pw) diagrams for nonequilibrium gas case NE-3. The
upper figure denotes the radial lines along which the x — t diagrams were taken in the lower figures.
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x(m)
Figure 36: Normalized maximum surface pressure
time history for type IV interaction for case NE-3. Figure 39. ^anslational temperature contours for

case NE-3 at time Tl.
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Figure 37: Surface heat transfer profiles normal- '°060

ized by undisturbed stagnation point heating rate
for case NE-3. Time labels refer to labels in Figure pigure 4Q: 1^^^ temperature contours for
36- case NE-3 at time T3.
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Figure 38: Surface pressure normalized by undis-
turbed stagnation point pressure for case NE-3. Figure 41: Translational temperature contours for
Time labels refer to labels in Figure 36. case NE-3 at time T5.
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