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This paper applies the high-order finite-volume essentially nonoscillatory (ENO) schemes to unsteady hypersonic shock-shock interference heating on a circular cylinder. Compared with most of the current second-order numerical methods, which usually are not uniformly accurate, the ENO schemes are able to achieve uniformly high-order accuracy with essentially no oscillation in simulating the aerodynamics of hypersonic flows. Time-accurate high-resolution numerical solutions of the Navier-Stokes equations for a type-IV hypersonic shock-wave interference heating problem have been obtained by using the third-order accurate ENO scheme in time and space. The computational results show that the interference-heating flow is inherently unsteady and the inherent unsteadiness is the result of interaction among the unsteady shear layers, impinging jet, and bow shock waves. The numerical results of the surface heating rates and pressure distribution compare well with experimental measurements. Meanwhile, implicit ENO schemes for the Navier-Stokes equations are also tested in supersonic boundary layer and shockboundary-layer interaction flow computations.

Introduction

Shock-Shock Interference Heating

Shock wave interference heating is a critical problem in the development of air-breathing hypersonic vehicles, such as the National Aero-Space Plane (NASP), because extremely high pressures and severe heat-transfer rates can occur in the local interference region on the surface. For example, the local heating rates on the cowl lips of the projected NASP research vehicle caused by the interaction between an impinging shock and cowl-lip bow shock can be orders of magnitude greater than the stagnation values without the interaction. These severely high local heating rates caused by interference heating will be a major concern in the structural design of hypersonic vehicles.

As classified by Edney,1 there are six different interference heating flow patterns, classified according to the strength of the impinging shock and the location of the intersection point relative to the bow shock. Among these interference phenomena, type-IV shock interference heating creates the most severe pressure and interference heating increases. Figure 1 shows a schematic of a type-IV shock interference heating flowfield, which is created by an oblique shock wave intersecting the nearly normal part of the bow shock. The intersection results in the formation of a supersonic impinging jet, a series of shock waves, expansion waves, and shear layers in a local area of the interaction (shown in Fig. 1). The supersonic impinging jet, which is bounded by two shear layers separating the jet from the upper and lower subsonic regions, impinges on the body surface, and is terminated by a jet bow shock just ahead of the surface. This impinging-jet bow shock wave creates a small stagnation region of high temperature, pressure, and heating rates. Meanwhile, shear layers are formed to separate the supersonic jet from the lower and upper subsonic regions (shown by dotted line in Fig. 1). Many experimental and numerical studies have been done on the shock interference problems.

Recent experimental measurements by Wieting and Holden7 and Holden8 have provided detailed results of pressure and heat-transfer-rate distribution on cylinder surfaces for type-II and -IV interference heating at Mach numbers ranging from 6 to 19. In their experiments, it was observed that a significant number of type-IV interactions show intrinsic unsteady oscillation of flow parameters in the jet-impingement regions. Since there is a large aerodynamic load associated with this intrinsic unsteadiness of the flow, the effect of the unsteadiness on the flow parameters, such as maximum heating rates, needs to be understood. Currently, the mechanism of the unsteadiness is unclear. One possibility is that the shock interference flow is inherently unstable.

Many numerical studies of the shock interference heating problems based on the Navier-Stokes equations have been reported. Recent studies include Klopfer and Yee,9 Thareja et al.,5 and Gaitonde and Shang,6 Klopfer and Yee used the second-order implicit total variation diminishing (TVD) schemes to obtain steady-state solutions. In their computations of type-IV interference flow, the convergence rates were slow due to the unsteadiness of the flow, and the impinging shock did not converge to a fixed location but rather tended to oscillate slightly. Thareja et al. used an upwind finite element technique with adaptive triangular grids to compute the interference heating flow. Their computations also experienced...
unsteadiness in computing steady-state type-IV interference heating flow. Gaitonde and Shang computed the unsteady flowfield of a type-IV interaction by using an implicit method with a large Courant-Friedrichs-Lewy (CFL) number (= 125). However, the temporal accuracy of their calculations is questionable, because a large CFL number was used in the implicit method which is only first-order accurate in time.

These previous numerical studies have been limited to second-order accuracy. Because the intense shock waves, shear layers, and viscous boundary layer interact in a very small area, high-resolution schemes in the interaction area are crucial to the accurate computation of heat transfer rates. Furthermore, the previous Navier-Stokes solutions obtained by using implicit methods with CFL numbers larger than 1 are not time accurate, and may not be suitable for the unsteady type-IV shock interference heating flow.

Tannehill et al. first computed time-accurate shock-on-shock interference heating problems using a time-accurate second-order MacCormack scheme. Because the shear layer and the embedded shock are captured with a relatively coarse set of grids (31 x 51), some of the detailed structure of the interaction flowfield is lost.

High-order accurate schemes, such as the essentially nonoscillatory (ENO) schemes, may be especially appropriate for computing the complicated unsteady hypersonic structure of shock interference heating problems.

**Essentially Nonoscillatory Schemes**

In addition to the physical modeling of the flow, shock-shock interference flow and other complex hypersonic flows around air-breathing hypersonic vehicles require efficient and accurate numerical methods for steady and unsteady flowfield computations. In the numerical computation of these hypersonic flows, the existence of discontinuity surfaces, such as shock waves and shear layers, makes obtaining high-order accurate nonoscillatory solutions difficult. The need for obtaining high-resolution nonoscillatory numerical solutions has led to the development of total variation diminishing (TVD) schemes, which have been successfully used to compute practical flow problems by using the Euler and Navier-Stokes equations. However, the TVD schemes are not uniformly high-order accurate. It is necessary to reduce the accuracy of the schemes to first-order accurate at local extrema of the solutions while maintaining second-order accuracy in other smooth regions.

To avoid the nonuniform accuracy of the TVD schemes, Harten et al. have introduced a class of essentially nonoscillatory (ENO) schemes, which is able to achieve uniformly high-order accuracy. The ENO schemes attempt to avoid the growth of spurious oscillation in numerical solutions by using piecewise polynomial reconstruction based on an adaptive stencil, which is chosen according to the local smoothness of the flow variables to avoid interpolation across discontinuities. The uniformly accurate ENO schemes seem to be more suitable in simulating aerodynamics of hypersonic air-breathing vehicles, compared with current numerical methods for hypersonic flow computations which are not uniformly accurate.

There are several ways to implement the ENO schemes in multidimensions. This paper uses the finite-volume approach presented by Casper who extended the ENO schemes to two-dimensional problems in general curvilinear coordinates. Casper has applied the ENO schemes to two-dimensional boundary value problems for the Euler equations. Since their introduction, the ENO schemes have been applied successfully to solve many one- and two-dimensional Euler equations and Navier-Stokes equations, and recent applications can be found in Refs. 12–16. However, the ENO schemes have not been applied to multidimensional compressible viscous flows with nontrivial geometries and solid walls, which is of practical importance in aerospace applications, and is one of the objectives of this paper.

**Objectives**

The research in this paper is part of our effort to develop accurate and efficient numerical methods for hypersonic flow at high altitudes in the continuum transition regime. In this paper, we extend the high-order accurate, finite-volume, two-dimensional ENO schemes described by Casper to the Navier-Stokes equations and obtain time-accurate solutions for type-IV shock interference flow. Although the aerothermal heating loads of turbulent flow are important in hypersonic flight at low altitudes, no turbulent modeling is used in the present computations as the main application of the present studies is in high-altitude hypersonic flow where the flow is dominantly laminar.

Our first objective in this paper is to apply high-order accurate implicit and explicit two-dimensional, finite-volume ENO codes to compute the Navier-Stokes equations. The ENO schemes are based on transformed curvilinear coordinates in body-fitted structured grids. The third-order accurate implicit ENO scheme, which is one order more accurate than most of the current methods, is then tested by computing a steady supersonic flow over a boundary layer and a shock-boundary-layer interaction flow.

Our second objective is to study the inherent unsteadiness of the type-IV interference heating flow problem by obtaining high-order, time-accurate Navier-Stokes solutions. An explicit ENO scheme of third-order accuracy in time and space is used to compute the interference heating flow. The mechanism of the intrinsic unsteadiness of the type-IV interference flow is studied based on the numerical results. Meanwhile, the computed surface pressures and heating rates are compared with those from experimental measurements.

**Finite-Volume Essentially Nonoscillatory Schemes for the Navier-Stokes Equations**

**Finite-Volume Formulations**

We use the Cartesian coordinates to demonstrate the numerical methods in the present studies; the extension of the methods in Cartesian coordinates to general curvilinear coordinates is straightforward. The two-dimensional Navier-Stokes equations can be written in the following conservation-law form:

\[
\frac{\partial U}{\partial t} + \frac{\partial F}{\partial x} + \frac{\partial G}{\partial y} = 0
\]

where \( U = [\rho, \rho u, \rho v, e]^T, F = F_u + F_v, \) and \( G = G_u + G_v, \) and \( F, \) and \( G, \) are the inviscid flux vectors and \( F, \) and \( G, \) are the viscous flux vectors as follows

\[
F_u = \begin{bmatrix}
\rho u \\
\rho u^2 + p \\
\rho u v \\
\rho u + p u \\
\rho v + p v
\end{bmatrix}, \quad G_u = \begin{bmatrix}
\rho u \\
\rho u^2 + p \\
\rho u v \\
\rho u + p u \\
\rho v + p v
\end{bmatrix}
\]

and

\[
F_v = \begin{bmatrix}
0 \\
\sigma_{11} \vphantom{F_v} \\
\sigma_{12} \vphantom{F_v} \\
\sigma_{11} u + \sigma_{12} v + \rho u_v \vphantom{F_v} \\
0 \\
\sigma_{21} \vphantom{F_v} \\
\sigma_{22} \vphantom{F_v} \\
\sigma_{21} v + \rho s_1 u + \rho s_2 \vphantom{F_v}
\end{bmatrix}, \quad G_v = \begin{bmatrix}
0 \\
\sigma_{11} \vphantom{F_v} \\
\sigma_{12} \vphantom{F_v} \\
\sigma_{11} u + \sigma_{12} v + \rho u_v \vphantom{F_v} \\
0 \\
\sigma_{21} \vphantom{F_v} \\
\sigma_{22} \vphantom{F_v} \\
\sigma_{21} v + \rho s_1 u + \rho s_2 \vphantom{F_v}
\end{bmatrix}
\]

where \( \varepsilon \) denotes the total energy per unit volume \( (\varepsilon = p c_v + \rho (c^2 + \gamma p/2)) \). For the Navier-Stokes equations, the viscous stress and heat flux terms are given by

\[
\sigma_{ij} = -\mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} - \frac{2}{3} \delta_{ij} \frac{\partial u_k}{\partial x_k} \right)
\]

for \( i \neq j \) and

\[
\sigma_{ii} = -\mu \left( \frac{\partial u_i}{\partial x_i} + \frac{2}{3} \frac{\partial u_j}{\partial x_j} \right)
\]
\[ q_t = -\kappa \frac{\partial T}{\partial x} \quad (6) \]

In the finite-volume approach, the integral form of the conservation equations is obtained by integrating Eq. (1) with respect to \( x \) and \( y \) over a rectangular grid cell \((i, j)\) in \((x_{i-1/2}, x_{i+1/2}) \times (y_{j-1/2}, y_{j+1/2})\), i.e.,

\[
\frac{\partial \bar{U}}{\partial t} + \frac{1}{A_j} \left[ \bar{F}_{i+1/2,j} - \bar{F}_{i-1/2,j} + \bar{G}_{i,j+1/2} - \bar{G}_{i,j-1/2} \right] = 0 \quad (7)
\]

where \( A_j = \Delta x \times \Delta y \) is the area of the cell and

\[
\bar{U}_i = \frac{1}{A_j} \int_{y_{j-1/2}}^{y_{j+1/2}} \int_{x_{i-1/2}}^{x_{i+1/2}} U(x, y, t) \, dy \, dx \quad (8)
\]

and

\[
\bar{F}_{i+1/2,j} = \int_{x_{i-1/2}}^{x_{i+1/2}} F(x_{i+1/2}, y, t) \, dy \quad (9)
\]

\[
\bar{G}_{i,j+1/2} = \int_{y_{j-1/2}}^{y_{j+1/2}} G(x, y_{j+1/2}, t) \, dx \quad (10)
\]

where \( \bar{U}_i \) is the average of the pointwise value of \( U = U(x, y, t) \) in the cell \((i, j)\).

In Eq. (9), surface flux integral \( \bar{F}_{i+1/2,j}(\bar{G}_{i,j+1/2}) \) is evaluated similarly) is computed numerically by using the n-point Gaussian quadrature,

\[
\bar{F}_{i+1/2,j} = \Delta y \sum_{k=1}^{n} \omega_k F(x_{i+1/2}, y^{(k)}_{i+1/2}, t) \quad (11)
\]

where \((x_{i+1/2}, y^{(k)}_{i+1/2})\) are the nodes of the Gaussian quadrature points along the cell interface at \( x = x_i + 1/2 \), and \( \omega_k \) are the weights. One-point Gaussian quadrature is used for the first- and second-order accurate schemes, and two-point Gaussian quadrature is used for third- and fourth-order accurate schemes.

For the Gaussian quadrature, we need to evaluate the flux term \( F = F_e + F_v \) at quadrature points \((x_{i+1/2}, y^{(k)}_{i+1/2})\), where the inviscid flux vector \( F_e \) and viscous flux vector \( F_v \) are computed by using different methods.

The inviscid term \( F_e \) is evaluated by using the Roe approximate Riemann solver\(^{17}\) based on the values of \( U_l \) and \( U_R \), which are obtained by using the ENO reconstruction at the quadrature point \((x_{i+1/2}, y^{(k)}_{i+1/2})\) on the left and right sides of the cell interface \((x = x_i + 1/2)\), respectively, i.e.,

\[
F_e = \left(1/2\right) \left[ F(U_l) + F(U_R) \right] - \left(1/2\right) \left| A \right| \left( U_R - U_l \right) \quad (12)
\]

where \( \left| A \right| \) which is evaluated based on the Roe average of flow variables \( U_l \) and \( U_R \), is derived from the diagonalized form of the Jacobian matrix of \( F_e \) with all of the eigenvalues replaced by their corresponding absolute values. It has been shown that the Roe scheme may violate the entropy condition and create nonphysical expansion shock when the magnitude of the eigenvalues of matrix \( \left| A \right| \) is very small. Following Harten,\(^{17}\) the eigenvalues of \( \left| A \right| \) are modified to be

\[
\lambda = \frac{\lambda^2 + 4\epsilon^2}{4\epsilon^2} \quad \text{for } |\lambda| < 2\epsilon \quad (13)
\]

where \( \epsilon \) is chosen to be

\[
E = \tilde{E}(u_\ast + c) \quad (14)
\]

where \( u_\ast \) is the normal velocity and \( c \) is the speed of sound on cell interface, and \( \tilde{E} \) is a small constant. In computations of the test cases of this paper, only the case of shock interference heating problem needs modification with \( \tilde{E} = 0.2 \).

The viscous term \( F_v \) is evaluated by using the central-difference scheme to approximate the first-order derivatives of velocity and temperature. The central-difference formulas are computed by using the pointwise values of the flow variables at the centroids of grid cells. These pointwise values can also be reconstructed by using the ENO reconstruction. At the present stage of this research, these pointwise values for viscous computations are approximated by the cell averaged values. This approximation of viscous terms is second-order accurate even when the finite-difference formulas are high-order accurate. On the other hand, the inviscid flux approximation used in this paper can be arbitrary order of accuracy, and the accuracy of inviscid flux approximation is most important in capturing the shock interference structures.

Research is underway to modify the present viscous schemes so that the schemes are arbitrary high-order accurate for both inviscid and viscous flux computations.

**High-Order Accurate One- and Two-Dimensional Essentially Nonoscillatory Reconstruction**

The ENO reconstruction of this paper follows the finite-volume ENO reconstruction of Harten et al.\(^{11}\) and the two-dimensional extension by Casper.\(^{12}\) Their methods are briefly reviewed as follows. In Eq. (12), reconstruction is needed to obtain the pointwise values of \( U_l \) and \( U_R \) from the cell average value \( \bar{U}_j \), which is obtained directly by integrating Eq. (7). Because a fixed-stencil, high-order polynomial interpolation across a discontinuity of the variables leads to oscillatory results, the ENO schemes use adaptive piecewise polynomial interpolation to reconstruct the pointwise values of the variables \( U_l \) and \( U_R \). The ENO schemes choose the smoothest interpolation stencil to reconstruct the pointwise value of flow variables, thus avoiding interpolation across discontinuities so that essential nonoscillatory schemes can be achieved with uniformly high-order accuracy in smooth regions of the flowfield.

For a one-dimensional scalar function, we want to reconstruct the point values \( w(x) \) of a piecewise smooth function \( w \) from its known values of cell average \( \bar{w} \), defined by

\[
\bar{w}_i = \frac{1}{h_i} \int_{x_{i-1/2}}^{x_{i+1/2}} w(\xi) \, d\xi \quad (15)
\]

where \( h_i = x_{i+1/2} - x_{i-1/2} \). One way to reconstruct \( w \) \((x)\) from \( \bar{w}_i \) is to interpolate the primitive function \( W(x) \) defined by

\[
W(x) = \int_{x_{i-1/2}}^{x_{i+1/2}} w(\xi) \, d\xi \quad (16)
\]

Given the cell average \( \bar{w}_i \), the point value of the primitive function \( W(x) \) at \( x = x_{i+1/2} \) is

\[
W_{i+1/2} = \sum_{i=i_k} \bar{w}_i h_i \quad (17)
\]

Because

\[
w(x) \equiv \frac{d}{dx} W(x) \quad (18)
\]
we obtain a piecewise polynomial interpolation function $H_m(x; W)$ of degree $m$ by interpolating the point values of $W_i$ of order $m + 1$ successive points $x_{j-1/2}$ and then obtain a pointwise approximation to $w(x)$ by

$$
R(x; \bar{W}) = \frac{d}{dx} H_m(x; W)
$$

(19)

where $R(x; \bar{W})$ denotes the reconstruction polynomial.

For cell $(x_{1/2}, x_{n+1/2})$, we take $H_m(x; W)$ to be the $m$th-degree polynomial that interpolates the values of $W_i$ at $m + 1$ successive points $x_{j-1/2}$ and $x_{j+1/2}$. Since there are $m$ different choices of $j_m$, the interpolation stencil is not unique. The ENO schemes choose a stencil for $(x_{1/2}, x_{n+1/2})$ such that $H_m(x; W)$ is smoothest, which is extracted from a table of divided differences of $W(x)$.

The use of adaptive interpolation stencils is the main contribution of the ENO schemes to high-order computations of flow with discontinuity surfaces. However, in smooth regions of the flowfiled, the chattering stencils used in the ENO schemes may cause the schemes to lose accuracy. Shu has demonstrated that this loss of accuracy can be avoided by modifying the ENO schemes through biasing the selection of the stencils in the smooth part of the solutions. Shu’s modified ENO schemes will be tested and used in this paper.

Casper extended the preceding one-dimensional ENO reconstruction procedure of Harten et al. to arbitrarily accurate two-dimensional ENO reconstruction via a primitive function. We want to reconstruct the two-dimensional pointwise value of $w(x, y)$ from its cell average $\overline{w}_{ij}$. The cell average $\overline{w}_{ij}$ defined by Eq. (8) can be written as

$$
\overline{w}_{ij} = \frac{1}{\Delta x_j} \int_{x_{j-1/2}}^{x_{j+1/2}} \frac{1}{\Delta y_i} \int_{y_{i-1/2}}^{y_{i+1/2}} w(x, y) \ dy \ dx
$$

(20)

The preceding equation leads to

$$
\overline{w}_{ij} = \frac{1}{\Delta x_j} \int_{x_{j-1/2}}^{x_{j+1/2}} \overline{w}_j(x) \ dx
$$

(21)

where $\overline{w}_j(x)$ is the line average of $w(x, y)$ in $y$ direction in grid cell $j$, i.e.,

$$
\overline{w}_j(x) = \frac{1}{\Delta y_i} \int_{y_{i-1/2}}^{y_{i+1/2}} w(x, y) \ dy
$$

(22)

According to Eqs. (21) and (22), we can reconstruct the point value of $w(x, y)$ from cell averages in two steps. First, for each $j$, Eq. (21) shows that $\overline{w}_j(x)$ is the line average in the $x$ direction of the one-dimensional function $\overline{w}_j(x)$ in the cell $(x_{j-1/2}, x_{j+1/2})$. Therefore, the one-dimensional ENO interpolation procedure described earlier can be used in the $x$ direction to obtain the pointwise value of $\overline{w}_j(x)$ from $\overline{w}_{ij}$. Then, for a given $x$, Eq. (22) shows that $\overline{w}_j(x)$ is the line average of $w(x, y)$ in the $y$ direction. Similarly, the one-dimensional ENO interpolation procedure is used in the $y$ direction to obtain the pointwise value of $w(x, y)$ from $\overline{w}_j(x)$, which has been obtained in the first step. An arbitrary order of accuracy can be achieved by using this full two-dimensional ENO interpolation procedure.

It should be pointed out that the preceding procedure is not an extension to two dimensions by simply using two one-dimensional interpolation stencils based on the cell average values. Casper has shown that such dimension-by-dimension two-dimensional ENO schemes are not arbitrary-order accurate and can only achieve second-order accuracy at best.

In the flow region near the shock-shock interaction point in the shock interference flowfields, there may not be enough grid points between two intersection shocks for high-order ENO interpolation. Similar one-dimensional cases exist when two one-dimensional shock waves meet each other. As a result, higher order polynomial interpolation may produce nonphysical negative pressure and density in these local areas. To avoid this problem, the local order of reconstruction in this paper is reduced if the following condition is not met at a cell during the reconstruction process,

$$
\left| \frac{p - \bar{p}}{\bar{p}} \right| \leq 0.8 \quad \text{and} \quad \left| \frac{p - \bar{p}}{\bar{p}} \right| \leq 0.8
$$

(23)

where $\bar{p}$ and $\bar{p}$ are the cell average pressure and density, and $p$ and $p$ are point values obtained by ENO reconstruction within the same cell. This local order reduction is done only in the local one or two cell points near the triple shock-intersecting point, and this order reduction does not affect the overall accuracy of the resolutions in the smooth region.

Explicit and Implicit Time-Stepping Schemes

Equation (7), which represents a system of ordinary differential equations, is solved by using time-stepping schemes. For time-accurate computations, we use the explicit TVD Runge-Kutta time-stepping schemes of Shu and Osher to compute the flow problems.

On the other hand, for steady viscous flow simulations, the grid size across the boundary layer near body surfaces is so small that the use of implicit methods will greatly reduce the computer time in the simulations. Therefore, Eq. (7) is integrated by the implicit line Gauss-Seidel relaxation method described by MacCormack, so that large CFL numbers can be used to obtain fast convergence to steady-state solutions. The implicit equations in the delta form are used so that the implicit part of the equations can be computed by using the modified version of the Steger-Warming flux splitting method which can achieve fast convergence for implicit methods.

General Curvilinear Coordinates

The two-dimensional ENO schemes used to solve the Navier-Stokes equations in this paper are based on transformed curvilinear coordinates in structured body-fitted grids. The use of the structured grids makes the arbitrary-order, two-dimensional ENO reconstruction more efficient compared with using unstructured grids. In the general curvilinear coordinates, the conservation equations in Cartesian coordinates are transformed in the curvilinear coordinates $(\xi, \eta)$ in conservation-law form. The ENO construction procedures are extended to $(\xi, \eta)$ space similar to the procedures in the Cartesian coordinates described earlier. The details can be found in Ref. 12.

Boundary Conditions

A nonslip boundary condition is used on the wall surface. The flow variables on the wall are obtained by using one-sided polynomial interpolations. The flow variables in the supersonic freestream are specified to the given freestream values. The computational domain is chosen such that the flow outside the boundary layer is supersonic at the exit. Therefore, the flow variables at the exit boundaries are computed by using linear extrapolation. Because a large reconstruction stencil is needed for high-order ENO interpolation, the adaptive interpolation stencil in the interior grid cells near the boundaries is chosen such that only interior flow variables are involved in the interpolations.

Test Cases for Essentially Nonoscillatory Schemes

The performance of the two-dimensional, finite-volume ENO schemes in solving the Navier-Stokes equations is tested by computing two test cases of supersonic boundary layer and shock/boundary-layer interaction flows. The test cases are computed by
using five different test runs of the ENO schemes with spatial accuracy ranging from first- to third-order accurate, with and without Shu’s modification. The results of these test cases are compared with one another to evaluate the effect of the increasing order of accuracy in the ENO schemes.

The accuracy of the high-order finite-volume ENO reconstruction has been studied by Casper.22 Because we follow the same reconstruction procedure as Casper, we do not repeat the accuracy studies in this paper. The test cases of this paper serve mainly as validation tests for our newly developed, finite-volume ENO codes for the Navier-Stokes equations.

**Supersonic Boundary Layer**

The first test case is a supersonic laminar flow over a flat plate. The freestream flow conditions are: \( M_a = 2.0, \ Re_{L} = 1.65 \times 10^6/m, \ T_{wall} = 221.6 \text{ K}, \) and \( L = 1.83 \text{ m}. \) The viscosity coefficient is computed according to Sutherland’s Law for air, \( Pr = 0.72, \) and \( \gamma = 1.4 \). The results of the two-dimensional ENO schemes for the Navier-Stokes equations are compared with the results of boundary-layer computations presented in Ref. 23.

A coarse grid consisting of 20 X 20 uniformly spaced cells in both the \( x \) and \( y \) directions is used to compute the boundary-layer flow. The velocity and temperature profiles across the boundary layer at \( x = 0.915 \text{ m} \) are plotted to compare with the results obtained from the boundary-layer theory. The numerical accuracy of the present computational results are also evaluated by comparison with fine-grid solutions obtained by using 40 X 40 uniform grids with the second-order ENO scheme.

The velocity and temperature profiles across the supersonic boundary layer at \( x = 0.915 \text{ m} \) are shown in Fig. 2. The boundary-layer-theory and fine-grid solutions are used as the basis of comparisons. Comparison of the results in the figure shows that as the order of accuracy of the ENO schemes increases, the accuracy of

\[
|R^{(n)}| = \max_y \left| \frac{U^{(n)}_{y} - U^{(n-1)}_{y}}{U_m} \right|
\]
Because the reconstruction stencils in the ENO reconstruction are determined by local smoothness of the variables at each time step, the stencils are not fixed in the computations. Consequently, the residuals for the ENO schemes do not converge to machine zero. Figure 3 shows that the computational residuals approach finite values after several hundred steps. As a result, the steady-state solutions have slight oscillations. However, as long as a given oscillation is within the limit of numerical error, the solutions can be considered steady-state solutions. This argument is supported by Fig. 4, which shows the computational convergence history of the contribution component of the velocity vector at a fixed location in the flowfield near the wall surface in the same computation. The figure shows that though the residuals cannot converge to machine zero, the actual values of the flow variables only have slight variations after the computation is considered to be converged.

**Shock-Wave/Boundary-Layer Interaction**

The second test case is the interaction of an oblique shock wave with a laminar boundary layer. Figure 5, which is taken from Ref. 25, shows the sketch of a flowfield with shock-wave/boundary-layer interaction. The impinging oblique shock incident upon the boundary layer on the flat plate is chosen to be strong enough to cause the boundary layer to separate from the surface and reattach downstream. The problem has been studied experimentally by Hakkinen et al.24 at the following freestream flow conditions: \( M_{\infty} = 2.0 \), \( Re_{\infty} = 2.96 \times 10^5 \), and the incident shock wave is imposed such that the shock intersects the flat plate at \( 32.6 \) deg. The Reynolds number is based on the reference length measured from the leading edge to the intersection point. The same problem has been studied numerically by many researchers.25,26

In this paper, the five test runs of the ENO schemes with first- to third-order spatial accuracy are used to compute the flowfield. The results of the first-, second-, and third-order ENO schemes with Shu’s modification are shown in this paper. The results presented here are computational results using a \( 102 \times 144 \) grid above the plate surface. A set of uniformly spaced grids is used in the \( x \) direction and exponentially stretched grids are used in the \( y \) direction. The implicit ENO schemes using the Roe approximate Riemann solver without entropy correction are used in the computations. The CFL number for typical run is \( 5 \times 10^5 \). Each run takes about 200 iterations until the residuals of the iterations converge to a fixed pattern.

The skin friction coefficient defined by \( C_f = \tau/(\rho u^2) \) along the flat plate surface is shown in Fig. 6. The numerical results are compared with the experimental results of Hakkinen et al.24 and the numerical results of MacCormack.25 In the present case, the results from the third-order ENO scheme are slightly different than those from the second-order ENO scheme because of the existence of the shock interaction region in the flowfield. The numerical results of the second- and third-order ENO schemes are consistent with MacCormack’s results, which were computed with a coarse \( 32 \times 32 \) grid and are also consistent with other numerical solutions. Note that the experimental results are not available in the separation region because of the limitation of the instrument at the time.27 The skin friction of the ENO schemes behind the separation region is lower than that of experiment, which is also predicted by other calculations.26,27 These figures also show that the numerical results of the skin friction distribution obtained by higher-order ENO schemes are not very smooth in the separation region because of the separation of the boundary layer and the modified ENO reconstruction is used.

The pressure contours of three test cases are shown in Fig. 7. The freestream supersonic flow direction is from left to right. The wall is located at the lower surface of the computational domain. A weak shock wave is generated at the leading edge of the plate due to the creation of a boundary layer along the wall surface. The impinging shock from the upper wall interacts with the boundary layer. In the computations, the impinging shock is created as part of the numerical solutions by specifying the flow direction at upper-wall boundary cells behind the impinging shock. This upper-wall boundary condition also creates a reflected shock at the upper wall with the leading-edge shock. This reflected shock does not affect the results of shock-wave/boundary layer interaction on the wall. Figure 7 shows that as the accuracy of the ENO schemes increase, the captured shock waves become more resolved. Meanwhile, the modified ENO schemes tend to be slightly more oscillatory in the interaction area.

The conclusion that can be drawn from these two test cases is that the ENO schemes are able to predict steady viscous flows in
the boundary layer and with shock-wave/boundary-layer interaction with high resolution. Shu’s modified ENO schemes improve the accuracy of the ENO schemes in the boundary-layer computations, and are preferred over the unmodified ENO schemes for the present test cases.

On the other hand, the high-order ENO schemes, which are originally developed for time-accurate computations, have been tested in many time-accurate unsteady problems. For our finite-volume ENO code, we have applied the code to time-accurate computations of two-dimensional hypersonic flow over a flat plate with panel flutter. The time-accurate numerical results of the Euler equations obtained by using the second-order ENO schemes compared very well with the second- and third-order piston theory.

Unsteady Type-IV Shock-Shock Interference Heating

Type-IV shock-shock interference heating on a circular cylinder is computed by using the explicit ENO schemes, which are third-order accurate in time and space, to obtain time-accurate solutions of the Navier-Stokes equations. The test case is chosen to be one of the cases (case SO) of Mach number 8.03 studied by Thareja et al., and the flow conditions are given in Table 1. The results of experimental measurement of pressures and heating rates along a cylinder surface by Wieting and Holden are available for comparison. The flow configuration of type-IV interference heating has been found to be unstable in experimental observations. The inherent unsteadiness of the flowfield is studied in this paper by using high-order ENO schemes so that the time-accurate solutions can be obtained with high resolution.

A CFL number of 0.95 is used in the time-accurate simulation. The gas (air) is assumed to be a perfect gas and viscosity is computed according to Sutherland’s Law. A set of body-fitted structured grids (192×122) is used in the computations.

The numerical accuracy of the present computations of shock interference heating flow is evaluated by a grid-refinement study on the same hypersonic flow past a cylinder without interference from the impinging shock. The case without interference is used to test the numerical accuracy of the interference-heating-flow solutions because the numerical accuracy mainly depends on the accuracy in resolving the boundary layer. Furthermore, the computational cost of doing a grid-refinement study on the unsteady shock interference flowfield is too high.

The flow conditions and geometry of the grid-refinement study are the same as those given in Table 1 except without the flow condition behind the impinging shock wave. Four sets of grids (cases A-D) are used. The results of the stagnation pressure and heating rates normalized by expected values are shown in Table 2.

The case of the finest grid, case D, has a minimum grid Reynolds number of about 9, and has the same grid size on the cylinder surface as the actual computations for the shock interference flow computations in this paper. Table 2 shows that numerical errors of computing stagnation pressure and heat flux rate are about a few percent for the finest grid, case D.

The time-accurate simulation of the shock-interference flow is carried out as follows. Because the explicit time-accurate computations for the Navier-Stokes equations require extremely small time steps, which are limited by the stability condition, the viscous flow is first computed by using the implicit ENO scheme with a large CFL number. After the boundary layer has settled down, the explicit third-order ENO scheme is used to solve the Navier-Stokes equations for unsteady time-accurate solutions.

The computational results show that the flowfield of the present case of type-IV interference heating computed by the Navier-Stokes equations is inherently unsteady. Figure 8 shows the computational time history of the maximum surface pressure and the location of the maximum pressure measured by the angle from the horizontal position along the cylinder surface. In the plots of this figure, the initial period of time (time<0.4×10^{-5} s) corresponds to the results of computations using the implicit method; the explicit time-accurate computations start at time = 0.4×10^{-5} s. This figure shows that the flow is oscillatory, as observed by experiments. The dots (#1-#9) on the plots are the instantaneous moments when the surface flow pressure and heat rates are compared.

**Table 1** Flow conditions for type-IV shock interference heating on a cylinder

<table>
<thead>
<tr>
<th>Reynolds number, m⁻¹</th>
<th>6.7585×10⁶</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wall temperature, K</td>
<td>294.44</td>
</tr>
<tr>
<td>γ</td>
<td>1.4</td>
</tr>
<tr>
<td>Pr</td>
<td>0.72</td>
</tr>
<tr>
<td>Gas constant, Nm⁻¹/kg K</td>
<td>286.92</td>
</tr>
<tr>
<td>Cylinder radius, m</td>
<td>18.114</td>
</tr>
<tr>
<td>Shock angle, deg</td>
<td>12.5</td>
</tr>
</tbody>
</table>

**Table 2** Results of grid-refinement study on numerical accuracy

<table>
<thead>
<tr>
<th>Case</th>
<th>Grids</th>
<th>Stag. heating rates Q/Q₀</th>
<th>Stag. pressure p/p₀</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>24×16</td>
<td>0.88332</td>
<td>0.86011</td>
</tr>
<tr>
<td>B</td>
<td>48×32</td>
<td>1.3877</td>
<td>0.92596</td>
</tr>
<tr>
<td>C</td>
<td>96×64</td>
<td>1.0151</td>
<td>0.97683</td>
</tr>
<tr>
<td>D</td>
<td>192×128</td>
<td>1.0908</td>
<td>0.99202</td>
</tr>
</tbody>
</table>

![Fig. 8](image-url) Time history of maximum surface pressure and its angle on the surface measured from the horizontal position (dots are the moments when the surface parameters and temperature contours are shown in Figs. 8-18).
with experiments and the instantaneous temperature contours are studied. Figure 8 shows that the location of the maximum pressure created by the impinging jet oscillates on the surface within a range of about 3 deg. The maximum surface pressure oscillates by about 33% of the mean value, which shows that the effect of unsteady motion of the flow on surface pressure is significant.

Figure 9 shows the comparison of instantaneous surface heating rates and surface pressure with experimental results by Wieting and Holden and Thareja et al. The pressure and heat transfer rates along the surface are normalized by the corresponding values of the same freestream without interference heating. For the present test case, there is a difference between the experimental value of the stagnation heating rate for the undisturbed cylinder and the corresponding analytical value. Following the analysis of Thareja et al., we normalize the peak heating rate and surface pressure in Fig. 9 by using the values of noninterference flow, i.e., \( Q_0 = 41.43 \text{ Btu/ft}^2 \text{s} \) and \( p_0 p_{\infty} = 83.5 \). Because the flowfield is unsteady, the experimental results of surface pressure and heating rates are compared with instantaneous numerical results at five consecutive moments of time spanning about one cycle of the oscillations. The locations of these moments of time in the \( P_{\text{max}} \) Time plot (Fig. 8) are shown in Fig. 9. Meanwhile, the experimental results are considered to be the average values of the unsteady flowfield. Figure 9 shows that the numerical results...
unsteadiness only. Our results show that the inherent unsteadiness of the interference flow with a fixed impinging location can cause significant oscillations in the maximum heating rates of the cylinder surface. This may explain why the previous steady computations underpredict the heating rates. More studies are needed to understand the unsteady mechanism of the shock interference flow.

The unsteady features of the flowfield and the mechanism of the inherent unsteadiness of the type-IV interference heating flow are more clearly shown by examining the same flowfield temperature contours at consecutive moments of time. Figure 8 shows the locations in the $P_{max}$-Time plot of five consecutive temperature contours (#1, #3, #5, #7, and #9) which will be shown in Figs. 12–16. These five contours span approximately one cycle of the oscillation in the unsteady motion of the interference flowfield with a frequency of roughly 30 KHz. Because the temperature distributions in the flowfield have steep jumps across the shock waves and across the shear layers, the temperature contours are most suitable to show the unsteady interaction of the type-IV interference flowfield.

for surface heating rates compare reasonably well with the experimental results. The numerical results for the surface pressure distribution are slightly higher than the experimental values. The unsteady effect on the surface heating rates is more significant with the maximum heating varying between 8–20 due to the oscillation, which shows that it is important to study the unsteady flowfield with time accuracy to predict the interference heating rates correctly.

On the other hand, the flow pattern and maximum heating rates also depend strongly on the location of the incident shock wave on the main bow shock. The effect of the variation of impingement location on the maximum surface pressure and heat flux were studied by Thareja et al.\textsuperscript{5} The present case, SO, corresponds to near maximum heat amplification due to shock interference among the cases of different shock-impinging locations tested in Ref. 5. In the present computations, the location of the impinging shock is fixed during the computations and the unsteadiness is due to the inherent

Fig. 13 Third of the nine consecutive temperature contours for the unsteady type-IV shock interference, $M_{in} = 8.03$, time $= 1.600 \times 10^{-4}$ s (#3 in Fig. 7).

Fig. 14 Fifth of the nine consecutive temperature contours for the unsteady type-IV shock interference, $M_{in} = 8.03$, time $= 1.679 \times 10^{-4}$ s (#5 in Fig. 7).

Fig. 15 Seventh of the nine consecutive temperature contours for the unsteady type-IV shock interference, $M_{in} = 8.03$, time $= 1.753 \times 10^{-4}$ s (#7 in Fig. 7).

Fig. 16 Ninth of the nine consecutive temperature contours for the unsteady type-IV shock interference, $M_{in} = 8.03$, time $= 1.822 \times 10^{-4}$ s (#9 in Fig. 7).
The temperature contours of the whole flowfield at the moment of time $t = 1.958 \times 10^{-4}$ s are shown in Fig. 10. (See Fig. 8 for the locations in the $P_{\text{max}}$-Time plot.) To focus on the unsteady oscillation in the impinging region, the temperature contours in a smaller local area near the impinging point are plotted in Figs. 11–16. Figure 11 shows the basic unsteady flow features near the interference region shown by the temperature contours. The unsteady flow interaction among the supersonic jet, jet bow shock, the shear layers, and the upstream bow shocks can be studied from the temperature contours.

The zoomed temperature contours at consecutive moments of time with 1000 time steps between each set of contours are shown in Figs. 12–16. The unsteady mechanism can be observed in the numerical solutions of these temperature contours. In these figures, the interaction can be studied by tracking four disturbance fronts that are marked on the figures. Disturbance front #3 is the disturbance created by the impinging jet bow shock to the lower shear layer along the surface. The consecutive figures show that this disturbance front travels along the shear layer downstream through a shear-layer instability. Similarly, disturbance front #1 is the disturbance to the upper shear layer and travels up along the surface downstream through the shear-layer instability. Disturbance fronts #2 and #4 are weak disturbance fronts traveling along the shear layers above and below the supersonic jet. The figures show that disturbance front #2 propagates left toward the upstream bow shock through the subsonic region above the jet. On the other hand, disturbance front #4 propagates right through the shear layer below the supersonic jet toward the jet bow shock on the surface.

Because the regions between the freestream bow shocks and the shear layers are subsonic, the disturbance propagates back to the upstream bow shock along the upper shear layer above the supersonic jet (disturbance front #2). This disturbance causes the unsteadiness of the upstream bow shocks. In turn the disturbance of the upstream bow shocks propagates along the lower shear layer (disturbance front #4) back to the jet impinging point on the surface. This disturbance will cause new oscillations in the jet and the jet bow shock. Therefore, the shear-layer instabilities, the bow shock, and the supersonic jet form a limit cycle of a feedback system through the subsonic flow region behind the freestream bow shock. As a result, the flow is inherently unstable even when the freestream flow conditions are constant.

It should be pointed out that the preceding analysis of the unsteady mechanism is based on the observation of the numerical results only; more theoretical and numerical studies are needed to understand the unsteady mechanism, which is important for the prediction of interference heating problems.

### Conclusions

The high-order, finite-volume, essentially nonoscillatory (ENO) schemes have been used to obtain time-accurate solutions of the Navier-Stokes equations to study the unsteady hypersonic shock-shock interference heating on a cylinder. High-resolution numerical solutions of the Navier-Stokes equations for unsteady type-IV hypersonic shock-shock interface heating problems have been obtained. The inherent unsteadiness of the flow is captured with high resolution by the third-order accurate ENO schemes. The results show that the inherent unsteadiness is the result of the interaction among the unsteady shear layers and the bow shocks. The numerical results of the surface heating rates and pressure agree reasonably well with experimental results.

Meanwhile, implicit ENO schemes for solving the Navier-Stokes equations have been applied to test cases of steady high-Reynolds-number viscous flows. The test cases include supersonic boundary layer and shock/boundary-layer interaction flows. The results show that steady-state solutions of viscous flows can be obtained efficiently by using the implicit two-dimensional ENO schemes, and that higher order accurate ENO schemes lead to better resolution in the shock waves and the boundary layers.
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